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Abstract
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a Layer 2 provider-provisioned VPN service. It is up to a managenent
systemto take this as an input and generate specific configuration
nmodel s to configure the different network elenments to deliver the
service. How this configuration of network elenents is done is out
of scope for this docunent.

The YANG data nodel defined in this docunent includes support for
point-to-point Virtual Private Wre Services (VPW5s) and mnul ti point
Virtual Private LAN Services (VPLSs) that use Pseudow res signal ed
using the Label Distribution Protocol (LDP) and the Border Gateway
Protocol (BGP) as described in RFCs 4761 and 6624.

The YANG data npdel defined in this docunment confornms to the Network
Managenent Datastore Architecture defined in RFC 8342.
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1. Introduction

Thi s docunent defines a YANG data nodel for the Layer 2 VPN (L2VPN)
service. This nodel defines service configuration elenments that can
be used in communi cation protocols between custoners and network
operators. Those elenents can al so be used as input to autonated
control and configuration applications and can generate specific
configuration nodels to configure the different network el ements to
deliver the service. How this configuration of network el enents is
done is out of scope for this docunent.

Furt her discussion of the way that services are nodel ed in YANG and
the rel ationship between "custoner service nodels" |ike the one
described in this docunent and configuration nodels can be found in
[ RFC8309] and [RFC8199]. Sections 4 and 6 al so provide nore
i nformati on on how this service nodel could be used and how it fits
into the overall nodeling architecture.
The YANG data nodel defined in this docunent includes support for
point-to-point Virtual Private Wre Services (VPW5s) and mul ti point
Virtual Private LAN Services (VPLSs) that use Pseudow res signal ed
using the Label Distribution Protocol (LDP) and the Border Gateway
Protocol (BGP) as described in [ RFC4761] and [ RFC6624]. It also
conforns to the Network Managenent Datastore Architecture (NVDA)
[ RFC8342] .

1.1. Termnol ogy

The following terns are defined in [ RFC6241] and are not redefined
her e:

o client

o configuration data
0 server

0 state data

The following ternms are defined in [RFC7950] and are not redefined
here:

o augnent
o0 data nodel

o data node
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The terninol ogy for describing YANG data nodels is found in
[ RFC7950] .

1.1.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in
BCP 14 [ RFC2119] [RFCB174] when, and only when, they appear in all
capitals, as shown here

1.2. Tree Diagrans

Tree diagrans used in this docunment follow the notation defined in
[ RFC8340] .

2. Definitions
Thi s docunent uses the follow ng terns:

Service Provider (SP): The organization (usually a conmerci al
undert aki ng) responsible for operating the network that offers VPN
services to clients and custoners.

Custoner Edge (CE) Device: Equipnent that is dedicated to a
particul ar custonmer and is directly connected to one or nore PE
devices via Attachment Crcuits (ACs). A CEis usually located at
the custonmer prem ses and is usually dedicated to a single VPN,
al though it may support nmultiple VPNs if each one has separate
ACs. The CE devices can be routers, bridges, switches, or hosts.

Provi der Edge (PE) Device: Equipnment managed by the SP that can
support multiple VPNs for different customers and is directly
connected to one or nore CE devices via ACs. A PE is usually
| ocated at an SP Point of Presence (POP) and is nmanaged by the SP

Virtual Private LAN Service (VPLS): A VPLS is a provider service
that enulates the full functionality of a traditional LAN. A VPLS
makes it possible to interconnect several LAN segnents over a
packet swi tched network (PSN) and makes the renote LAN segnents
behave as one single LAN

Virtual Private Wre Service (VPW5): A VPW5 is a point-to-point
circuit (i.e., link) connecting two CE devices. The link is
established as a |l ogical Layer 2 circuit through a PSN. The CE in
the custonmer network is connected to a PE in the provider network
via an AC. the ACis either a physical or logical circuit. A VPWs
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differs froma VPLS in that the VPLS is point-to-multipoint while
the VPWS is point-to-point. In sone inplenentations, a set of
VPW5s is used to create a nulti-site L2VPN networKk.

Pseudowire (PW: A Pseudowire is an enulation of a native service
over a PSN. The native service may be ATM Frane Rel ay, Ethernet,
lowrate Tine-Division Miultiplexing (TDM, or Synchronous Optical
Network / Synchronous Digital H erarchy (SONET/SDH), while the PSN
may be MPLS, I P (either 1Pv4 or IPv6), or Layer 2 Tunneling
Protocol version 3 (L2TPv3).

MAC-VRF: A Virtual Routing and Forwarding table for Media Access
Control (MAC) addresses on a PE. It is sonetines also referred to
as a Virtual Switching Instance (VSI).

UNI: User-to-Network Interface. The physical demarcation point
bet ween the custoner’s area of responsibility and the provider’s
area of responsibility.

NNI:  Network-to-Network Interface. A reference point representing
t he boundary between two networks that are operated as separate
adm ni strative domains. The two networks may bel ong to the same
provider or to two different providers.

Thi s docunent uses the follow ng abbreviations:

BSS: Busi ness Support System

BUM  Broadcast, Unknown Uni cast, or Milticast

CoS: dass of Service

LAG Link Aggregation G oup

LLDP: Link Layer Discovery Protocol

OAM  (perations, Administration, and Mii ntenance

OSS:  (perations Support System

PDU. Protocol Data Unit

QS: Quality of Service
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3.

3. 1.

Wen

The Layer 2 VPN Service Mde

A Layer 2 VPN (L2VPN) service is a collection of sites that are

aut hori zed to exchange traffic between each other over a shared
infrastructure of a comon technol ogy. The L2VPN Servi ce Mde

(L2SM described in this docunent provides a common understandi ng of
how t he correspondi ng L2VPN service is to be depl oyed over the shared
infrastructure

Thi s docunent presents the L2SM usi ng the YANG data nodel i ng | anguage
[ RFC7950] as a formal |anguage that is both human readabl e and
parsabl e by software for use with protocols such as the Network
Configuration Protocol (NETCONF) [RFC6241] and RESTCONF [ RFC8040].

This service nodel is limted to VPW5-based VPNs and VPLS-based VPNs
as described in [RFCA761] and [ RFC6624] and to Ethernet VPNs ( EVPNs)
as described in [ RFC7432].

Layer 2 VPN Service Types

From a technol ogy perspective, a set of basic L2VPN service types
i ncl ude:

0 Point-to-point VPWSs that use LDP-signal ed Pseudow res or
L2TP-si gnal ed Pseudow res [ RFC6074].

o Miltipoint VPLSs that use LDP-signal ed Pseudow res or
L2TP- si gnal ed Pseudow res [ RFC6074].

o Miltipoint VPLSs that use a BGP control plane as described in
[ RFC4761] and [ RFC6624].

o |IP-only LAN Services (IPLSs) that are a functional subset of VPLS
services [ RFC7436] .

0 BGP MPLS-based EVPN services as described in [ RFC7432] and
[ RFC7209] .

o EVPN VPWss as specified in [ RFC8214].
Layer 2 VPN Physical Network Topol ogy
Figure 1 bel ow depicts a typical SP' s physical network topol ogy.
Most SPs have depl oyed an | P, MPLS, or Segnent Routing (SR
mul ti-service core infrastructure. Ingress Layer 2 service franmes

will be mapped to either an Ethernet Pseudowire (e.g., Pseudow re
Emul ati on Edge to Edge (PWE3)) or a Virtual Extensible Local Area

, et al. St andards Track [ Page 7]



RFC 8466 L2VPN Servi ce Model (L2SM Cct ober 2018

Net wor k (VXLAN) PE-to-PE tunnel. The details of these tunneling
nmechani sns are left to the provider’'s discretion and are not part of
the L2SM

An L2VPN provi des end-to-end Layer 2 connectivity over this

mul ti-service core infrastructure between two or nore custoner

| ocations or a collection of sites. ACs are placed between CE

devi ces and PE devices that backhaul Layer 2 service frames fromthe
customer over the access network to the provider network or renote
site. The demarcation point (i.e., UNI) between the custoner and the
SP can be placed between either (1) custoner nodes and the CE device
or (2) the CE device and the PE device. The actual bearer connection
between the CE and the PE will be described in the L2SM

The SP may al so choose a "seanl ess MPLS' approach to expand the PWE3
or VXLAN tunnel between sites.

The SP nmay | everage Mul tiprotocol BGP (MP-BGP) to autodi scover and
signal the PWE3 or VXLAN tunnel endpoints.

|Site B
VXLAN PW | ---
Com e e e e e e e e oo o - >|

|
--------- |
( ) |

-] -- ceee ]

| | ) I |
| PE +---+ IP/MPLS/SR +---+ PE +---+ CE |
| |

| Network ) | I

R R e\

I fene

I e

- S | PE | -
e - -

| Site C
[ T

Figure 1: Reference Network for the Use of the L2SM
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From the custoner’s perspective, however, all the CE devices are
connected over a sinulated LAN environnent as shown in Figure 2.
Broadcast and nulticast packets are sent to all participants in the
sanme bridge domain.

CE---+----4----- +---CE

| | |
CE---+ CE  +---CE

Figure 2: Custoner’s View of the L2VPN
4. Service Data Mddel Usage

The L2SM provi des an abstracted interface to request, configure, and
manage the conmponents of an L2VPN service. The nodel is used by a
custonmer who purchases connectivity and other services froman SP to
conmuni cate with that SP

A typical usage for this nodel is as an input to an orchestration
| ayer that is responsible for translating it into configuration
commands for the network el enments that deliver/enable the service
The network el enents may be routers, but also servers (like

Aut henti cation, Authorization, and Accounting (AAA)) that are
necessary within the network.

The configuration of network el enents may be done using the Command
Line Interface (CLI) or any other configuration (or "southbound")
interface such as NETCONF [ RFC6241] in conbination with device-
specific and protocol -specific YANG data nodel s.

This way of using the service nodel is illustrated in Figure 3 and is
described in nore detail in [RFC8309] and [RFC8199]. The split of
the orchestration function between a "service orchestrator” and a
"network orchestrator” is clarified in [RFC8309]. The usage of this
service nodel is not limted to this exanple: it can be used by any
component of the nanagenent system but not directly by network

el ement s.

The usage and structure of this nodel should be conpared to the
Layer 3 VPN service nodel defined in [ RFC8299].
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| Customer Service Requester

I

| Servi ce e +
| Del i very Ho-m--- >| Application

| Model | | BSS/IOSS |
| \ B il +

| Network Orchestration

- +
| Config manager | |
LT + | Device
| | Models
Net wor k
+++++++
+ AAA +
+++++++
++++++++ Bear er ++++++++ ++++++++ ++++++++
+ CEA+ ----------- + PE A + + PEB+ ---- + CEB +
++++++++ Connecti on ++++++++ ++++++++ ++++++++
Site A Site B

Figure 3: Reference Architecture for the Use of the L2SM

The Metro Ethernet Forum (MEF) [ MEF-6] has al so devel oped an
architecture for network managenent and operations, but the work of
the MEF enbraces all aspects of lifecycle service orchestration
including billing, Service Level Agreenents (SLAs), order nanagenent,
and |ifecycle management. The IETF s work on service nodels is
typically snaller and offers a sinple, self-contained service YANG
nmodul e. See [RFC8309] for nore details.
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5.

Desi gn of the Data Model

The L2SMis structured in a way that allows the provider to list
multiple circuits of various service types for the sanme custonmer. A
circuit represents an end-to-end connecti on between two or nore
custoner | ocations.

The YANG nodule is divided into two nmain contai ners: "vpn-services"
and "sites". The "vpn-svc" contai ner under vpn-services defines
gl obal paranmeters for the VPN service for a specific custoner.

A site contains at |east one network access (i.e., site network
accesses providing access to the sites, as defined in Section 5.3.2),
and there may be multiple network accesses in the case of

mul ti homi ng. Site-to-network-access attachnent is done through a
bearer with a Layer 2 connection on top. The bearer refers to
properties of the attachnment that are bel ow Layer 2, while the
connection refers to Layer 2 protocol -oriented properties. The
bearer may be all ocated dynanmically by the SP, and the customer nmay
provi de sone constraints or paraneters to drive the placenent.

Aut hori zation of traffic exchanges is done through what we call a VPN
policy or VPN topology that defines routing exchange rul es between
sites.

End-to-end nul ti-segment connectivity can be realized by using a
conbi nation of per-site connectivity and per-segnent connectivity at
di fferent segments.

Fi gure 4 shows the overall structure of the YANG nodul e:

nodul e: ietf-12vpn-svc

+--rw | 2vpn-svc
+--rw vpn-profiles
| +--rwvalid-provider-identifiers
| +--rw cloud-identifier* string{cloud-access}?
| +--rw qos-profile-identifier* string
| +--rw bfd-profile-identifier* string
| +--rwrenote-carrier-identifier* string
+--rw vpn-services

| +--rw vpn-service* [vpn-id]

|

|

|

|

|

|

|

+--rw vpn-id svc-id
+--rw vpn-svc-type? i dentityref
+--rw cust oner - nane? string
+--rw svc-topo? i dentityref

+--rw cl oud- accesses {cl oud-access}?
| +--rw cloud-access* [cloud-identifier]
| +--rw cloud-identifier
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| | | -> /| 2vpn-svc/ vpn-profil es/
| | | val i d-provider-identifiers/cloud-identifier
| | +--rw (list-flavor)?
| | +--:(permt-any)
| | | +--rw permt-any? enpty
| | +--: (deny-any-except)
| | | +--rwpernmt-site*
| | | -> /12vpn-svc/sites/sitel/site-id
| | +--:(permt-any-except)
| | +--rw deny-site*
| | -> [/l 2vpn-svc/sites/sitel/site-id
| +--rw frane-delivery {frane-delivery}?
| | +--rw custoner-tree-flavors
| | | +--rwtree-flavor* i dentityref
| |  +--rw bumfrane-delivery
| | | +--rw bumfrane-delivery* [frame-type]
| | +--rw frane-type identityref
| | +--rw delivery-node? identityref
| | +--rw nulticast-gp-port-nmappi ng i dentityref
| +--rw extranet-vpns {extranet-vpn}?
| | +--rw extranet-vpn* [vpn-id]
| | +--rw vpn-id sve-id
| | +--rw | ocal -sites-rol e? identityref
| +--rw ce-vl an- preservation bool ean
| +--rw ce-vl an- cos-preservation bool ean
| +--rw carrierscarrier? bool ean {carrierscarrier}?
+--rw sites
+--rwsite* [site-id]
+--rwsite-id string
+--rw site-vpn-flavor? i dentityref

Wn,

+--rw devi ces

+--rw devi ce* [device-id]
+--rw device-id string
+--rw | ocation
| -> ../../../locations/l|location/location-id
+--rw managenent
+--rw transport? i dentityref
+--rw address? i net:ip-address

+--rw managenent

+--rw type i dentityref

+--rw | ocati ons

et al.

+--rw |l ocation* [location-id]

+--rw |l ocation-id string
+--rw address? string
+--rw post al - code? string
+--rw state? string
+--rw city? string

+--rw country-code? string

St andards Track [ Page 12]
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+-rw site-diversity {site-diversity}?
| +--rw groups

+--rw group* [group-id]
+--rw group-id string

+--rw vpn-policies
| +--rw vpn-policy* [vpn-policy-id]

et al.

+--rw vpn-policy-id string
+--rwentries* [id]
+-rwid string

+-rwfilters
| +--rwfilter* [type]
| +-rw type i dentityref
| +--rw | an-t ag* uint32 {lan-tag}?
+--rw vpn* [vpn-id]
+--rw vpn-id
| -> /| 2vpn-svc/ vpn-services/
| vpn-service/vpn-id
+-rw site-rol e? i dentityref

--rw service
+--rw qos {qos}?

+--rw qos-cl assification-policy

| +--rwrule* [id]

+-rwid string
+--rw (match-type)?

| +--:(match-flow)

| +--rw match-fl ow

+--rw dscp? i net:dscp

+--rw dot 197 uint16

+--rw pcp? uint8

+--rw src-nac? yang: mac- addr ess
+--rw dst-nmac? yang: mac- addr ess

+--rw target-sites*

|

|

|

|

| ) .

| +--rw col or-type? i dentityref

|

| | svc-id {target-sites}?
|
|

+--rw any? enpty
+--rw vpn-id? svc-id
+--: (mat ch-application)
| +--rw mat ch-applicati on? i dentityref
+--rw target-class-id? string

+--rw qos-profile
+--rw (qos-profile)?
+--: (standard)
| +--rw profile?
| -> /1 2vpn-svc/vpn-profiles/
| val i d-provider-identifiers/
| gos-profile-identifier
+--:(custom
+--rw cl asses {qos-custon}?

St andards Track [ Page 13]



RFC 8466 L2VPN Servi ce Model (L2SM Cct ober 2018

+--rw class* [class-id]

+--rw class-id string
+--rw direction? i dentityref
+--rw policing? i dentityref
+--rw byte-offset? uint 16

+--rw frane-del ay
| +--rw (flavor)?
| +--: (1l owest)
| | +--rw use-lowest-latency? enpty
| +--: (boundary)
| +--rw del ay- bound? ui nt 16
+-rw frane-jitter
| +--rw (flavor)?
| +--: (1l owest)
| | +--rw use-lowest-jitter? enpty
| +--: (boundary)
| +--rw del ay- bound? ui nt 32
+--rw frame-1|oss
| +--rwrate? deci nal 64
+--rw bandw dth

+--rw guar ant eed- bw- per cent deci mal 64

—_—_ L ——— ————

+--rw end-t o-end? enpty
+--rw carrierscarrier {carrierscarrier}?
+--rw signaling-type? i dentityref
--rw broadcast - unknown- uni cast-mul ti cast {bunt?
+--rw nulticast-site-type? enurer ation
+--rw nul ti cast - gp-address- mappi ng* [id]
| +--rwid uint16
| +--rwvlan-id ui nt 16
| +--rw mac-gp-address yang: mac- addr ess
| +--rw port-Iag-nunber? ui nt 32
+--rw bumoveral |l -rate? ui nt 32
+--rw bumrat e-per-type* [type]
+--rw type i dentityref
+--rw rate? ui nt 32
--rw nac- | oop-prevention {nac-| oop-prevention}?
+--rw protection-type? i dentityref
+--rw frequency? ui nt 32
+--rwretry-tiner? ui nt 32
+--rw access-control -1i st
| +--rw nmac* [nmac-address]
| +--rw nmac- addr ess yang: mac- addr ess
+--ro actual -site-start? yang: dat e-and-ti ne
+--ro actual -site-stop? yang: dat e-and-ti ne
+--rw bundl i ng-type? i dentityref

+--rw default-ce-vlan-id ui nt 32
+--rw Site-network-accesses
+--rw site-network-access* [network-access-id]
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+--rw networ k-access-id string
+--rw renote-carrier-nanme? string
+--rw type? i dentityref

+--rw (|l ocation-flavor)
| +--:(location)
| +--rwlocation-reference?
| -> ../../../locations/l|ocation/
| | ocation-id
+--:(device)
+--rw devi ce-reference?
-> ../../../devices/devicel/device-id
-rw access-diversity {site-diversity}?
+--rw groups
| +--rw group* [group-id]
| +--rw group-id string
+--rw constraints
+--rw constraint* [constraint-type]
+--rw constraint-type i dentityref
+--rw target
+--rw (target-flavor)?

+--:(id)
| +--rw group* [group-id]
| +--rw group-id string

+--:(all-accesses)
| +--rw all-other-accesses? enpty
+--:(all-groups)

+--rw al | - ot her-groups? enpty

+--rw request ed-type {requested-type}?

| +--rwtype? string

| +--rwstrict? bool ean

+--rw al ways-on? bool ean {al ways-on}?

+--rw bearer-reference? string {bearer-reference}?
-rw connecti on

+--rw encapsul ati on-type? identityref
+--rw eth-inf-type? i dentityref
+--rw tagged-interface
| +--rwtype? i dentityref
+--rw dot 1g- vl an-t agged {dot 1q}?
| +--rwtg-type? i dentityref
| +--rwecvlan-id uint 16

I
|
| +--rwopriority-tagged

| | +--rwtag-type? i dentityref
| +--rwaging {qinq}?

| | +--rwtag-type? i dentityref
| | +--rwsvlan-id uint16

| | +--rwecvlan-id uint 16

| +--rw qginany {qi nany}?

I
I
I
I
I
I
+-
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
+--rw bearer
I
I
I
I
I
+-
I
I
I
I
I
I
I
I
I
I
I
I
I
I
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| +--rwtag-type? i dentityref

| +--rwsvlan-id ui nt 16
+--rw vxlan {vxlan}?
+--rwvni-id ui nt 32
+--rw peer - node? identityref
+--rw peer-list* [peer-ip]
+--rw peer-ip i net:ip-address
-rw unt agged-i nterface
+--rw speed? ui nt 32
+--rw node? neg- node
+--rw phy-ntu? ui nt 32
+-rw |l dp? bool ean
+--rw oam 802. 3ah-1i nk {oam 3ah}?
| +--rw enabl ed? bool ean
+--rw uni - | oop- prevention? bool ean
-rw lag-interfaces {lag-interface}?
+--rw | ag-i nterface* [index]
+--rw i ndex string
+-rw lacp {lacp}?
+--rw enabl ed? bool ean
+--rw node? neg- node
+--rw mni-1ink-nunf ui nt 32

+--rw systempriority? uintl16
+--rw mcro-bfd {mcro-bfd}?
| +--rw enabl ed? enurer ation
| +--rwinterval? ui nt 32
| +--rw hold-timer? ui nt 32
+--rw bfd {bfd}?
| +--rw enabl ed? bool ean
+--rw (hol dtine) ?
+--:(profile)
| +--rw profile-name?
| -> /1 2vpn-svc/
| vpn-profiles/
| val i d-provider-identifiers/
| bf d-profile-identifier
+--: (fixed)

+--rw oam 802. 3ah-1i nk {oam 3ah}?
+--rw enabl ed? bool ean
+--rw flowcontrol ? bool ean

+--rw fixed-val ue? ui nt 32
+--rw nmenber-1inks
| +--rw nmenber-Iink* [nane]
| +--rw namne string
| +--rw speed? ui nt 32
| +--rw node? neg- node
| +--rw link-ntu? ui nt 32
I
I

I
I
I
I
I
I
I
+-
I
I
I
I
I
I
I
+-
I
I
I
I
I
| +--rw speed? ui nt 32
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
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+--rw del ay- neasur enent
| +--rw enabl e-dn? bool ean

| +-rw | dp? bool ean

| +--rwcvlan-id-to-svc-map* [svc-id]

| | +--rwsvec-id

I -> /1 2vpn-svc/ vpn-servi ces/vpn-servi ce/
| vpn-id

| | +--rwcvlan-id* [vid]

| +-rwvid uint16

| +--rwl2cp-control {l2cp-control}?

| | +--rw stp-rstp-nstp? control - node

| | +--rw pause? control - node

| | +--rwlacp-lamp? control - node

| | +--rwlink-oanf control - node

| | +--rwesnc? control - node

| | +--rwl2cp-802.1x? control - node

| | +--rwe-Inm? control - node

| | +--rwlldp? bool ean

| | +--rw ptp-peer-del ay? control - node

| | +--rw garp-nrp? control - node

| +--rw oam {oan}

| +--rw nd- nane string

| +--rw nd-| evel ui nt 16

| +--rw cfm802. 1-ag* [ nmai d]

| | +--rw maid string

| |  +--rw mep-id? ui nt 32

| |  +--rw nep-Ilevel? ui nt 32

| | +--rw nmep-up-down? enurer ation

| | +--rwrenote-nep-id? ui nt 32

| | +--rw cos-for-cfmpdus? ui nt 32

| | +--rwccminterval ? ui nt 32

| | +--rw ccmholdtine? ui nt 32

| | +--rwalarmpriority-defect? i dentityref

| | +--rwccmp-bits-pri? ccmpriority-type
| +--rw y-1731* [maid]

| +--rw maid string
| +--rw nep-id? ui nt 32
| +--rw type? i dentityref
| +--rw renot e-nep-id? ui nt 32
| +--rw nessage- peri od? ui nt 32

| +--rw neasurenment-interval ? ui nt 32

| +--rw cos? ui nt 32

| +--rw | oss- nmeasur enent ? bool ean
| +--rw synt hetic-1 oss-nmeasurenment ? bool ean
|

|

| |  +--rw two-way? bool ean

| +--rw frane-size? ui nt 32
| +--rw session-type? enuner ati on

+-rw availability
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| +--rw access-priority? ui nt 32

| +--rw (redundancy- node)?

| +--:(single-active)

| | +--rw single-active? enpty
|

|

+--:(vpn-policy-id)
+--rw vpn-policy-id?
-> ../..l..1../vpn-policies/
vpn-policy/vpn-policy-id

+--:(all-active)
+-rw all-active? enpty

+--rw vpn-attachnent
| +--rw (attachnent-flavor)
| +--:(vpn-id)
| | +--rwvpn-id?
| | -> /| 2vpn-svc/ vpn-services/
| | vpn-servi ce/ vpn-id
| | +--rwsite-role? i dentityref
|
|
|
|

+--rw service
+--rw svc-bandwi dt h {i nput - bw}?
| +--rw bandwi dt h* [direction type]

| +--rw direction i dentityref
| +--rw type i dentityref
| +--rw cos-id? uint8
| +--rw vpn-id? sve-id
| +--rwcir ui nt 64
| +--rw cbs ui nt 64
| +--rweir? ui nt 64
| +--rw ebs? ui nt 64
| +--rw pir? ui nt 64
| +--rw pbs? ui nt 64
+--rw svc-ntu ui nt 16

+--rw qos {qos}?

+--rw qos-cl assification-policy

| +--rwrule* [id]

+-rwid string
+--rw (match-type)?
+--:(match-fl ow

| +--rw match-fl ow

+--rw dscp? i net:dscp
+--rw dot 197 uint16
+--rw pcp? uint8

|
|
|
| +--rw src-nmac? yang: mac- addr ess
| +--rw dst-nmac? yang: mac- addr ess
| +--rw col or-type? i dentityref
| +--rw target-sites?*

| | svc-id {target-sites}?
| +--rw any? enpty

| +--rw vpn-id? sve-id
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| | +--:(match-application)
| | +--rw mat ch-application? identityref
| +--rw target-class-id? string
+--rw qos-profile
+--rw (qos-profile)?
+--: (standard)
| +--rw profile?
| -> /1 2vpn-svc/vpn-profiles/
| val i d-provider-identifiers/
| gos-profile-identifier
+--:(custonm
+--rw cl asses {qos-custon}?
+--rw class* [class-id]

+--rw class-id string
+--rw direction? i dentityref
+--rw policing? i dentityref
+--rw byte-offset? ui nt 16

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

| +--rw frane-del ay
| | +--rw (flavor)?
| | +--: (1l owest)

| | | +--rw use-lowest-Ilatency?
| | | enpty
| | +--: (boundary)

| | +--rw del ay- bound? ui nt 16
| +-rw frane-jitter

| | +--rw (flavor)?

| | +--: (1 owest)

| | | +--rw use-lowest-jitter?
| | | enpty
| | +--: (boundary)

| | +--rw del ay- bound? ui nt 32
| +--rw frane-1oss

| | +-rwrate? deci mal 64

| +--rw bandwi dt h

| +--rw guar ant eed- bw per cent

|

|

| deci mal 64
+--rw end-to-end? enpty

+--rw carrierscarrier {carrierscarrier}?

+--rw signaling-type? i dentityref
--rw broadcast - unknown- uni cast-mul ti cast {bunt?

+--rw nulticast-site-type? enuner ati on

+--rw nul ti cast - gp- addr ess- mappi ng* [id]

| +--rwid uint16

| +-rwvlan-id ui nt 16

| +--rw nmac-gp-address yang: mac- addr ess

| +--rw port-Iag-nunber? ui nt 32

+--rw bumoveral |l -rate? ui nt 32

—_—_——

+--rw bumrat e-per-type* [type]
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| +--rw type i dentityref
| +--rwrate? uint32
+--rw mac- | oop- preventi on {mac-1 oop- preventi on}?

| +--rw protection-type? i dentityref

| +--rw frequency? ui nt 32

| +--rwretry-timer? ui nt 32

+--rw access-control -1i st

| +--rw nmac* [nmac-address]

| +--rw mac- addr ess yang: mac- addr ess
+--rw mac-addr-lint

+--rw limt-nunber? ui nt 16

+--rw tinme-interval ? ui nt 32

+--rw action? i dentityref

Figure 4: Overall Structure of the YANG Mdul e
5.1. Features and Augnentation

The nodel defined in this docunent inplenents nmany features that

all ow i npl enentations to be nodular. As an exanple, the Layer 2
protocol paranmeters (Section 5.3.2.2) proposed to the custoner may
al so be enabled through features. This nodel also defines sone
features for options that are nore advanced, such as support for
extranet VPNs (Section 5.2.4), site diversity (Section 5.3), and QoS
(Section 5.10.2).

In addition, as for any YANG data nodel, this service nodel can be
augrmented to inplement new behaviors or specific features. For
exanpl e, this nodel defines VXLAN [RFC7348] for Ethernet packet
encapsul ation; if VXLAN encapsul ati on does not fulfill all

requi renents for describing the service, new options can be added
t hr ough augnent ati on.

5.2. VPN Service Overview

The vpn-service list itemcontains generic information about the VPN

service. The vpn-id in the vpn-service list refers to an interna

reference for this VPN service. This identifier is purely interna

to the organi zation responsible for the VPN service.

The vpn-service list is conposed of the follow ng characteristics:

Custoner information (custoner-nane): Used to identify the custoner.

VPN service type (vpn-svc-type): Used to indicate the VPN service
type. The identifier is an identity allow ng any encoding for the

|l ocal adm nistration of the VPN service. Note that another
identity can be an extension of the base identity.
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O oud access (cloud-access): All sites in the L2VPN SHOULD be
permtted to access the cloud by default. The "cloud-access"
cont ai ner provides paranmeters for authorization rules. A cloud
identifier is used to reference the target service. This
identifier is local to each adm nistration

Service topology (svc-topo): Used to identify the type of VPN
service topology that is required.

Frame delivery service (frame-delivery): Defines the frane delivery
support required for the L2VPN, e.g., nulticast delivery, unicast
delivery, or broadcast delivery.

Extranet VPN (extranet-vpns): |Indicates that a particular VPN needs
access to resources located in another VPN

5.2.1. VPN Service Type

The "vpn-svc-type" paraneter defines the service type for provider-
provi sioned L2VPNs. The current version of the nodel supports six
flavors:

0 Point-to-point VPWss connecting two custoner sites.

0 Point-to-point or point-to-nultipoint VPWss connecting a set of
customer sites [RFC8214].

o Miltipoint VPLSs connecting a set of custoner sites.

o Miltipoint VPLSs connecting one or nore root sites and a set of
| eaf sites but preventing inter-leaf-site conmunication

0 EVPN services [ RFC7432] connecting a set of custoner sites.

o EVPN VPW5s between two custoner sites or a set of custoner sites
as specified in [ RFC8214].

O her L2VPN service types could be included by augnentation. Note
that an Ethernet Private Line (EPL) service or an Ethernet Virtua
Private Line (EVPL) service is an Ethernet Line (E-Line) service

[ MEF-6] or a point-to-point Ethernet Virtual Circuit (EVC service,
while an Ethernet Private LAN (EP-LAN) service or an Ethernet Virtua
Private LAN (EVP-LAN) service is an Ethernet LAN (E-LAN) service

[ MEF-6] or a nultipoint-to-multipoint EVC service.
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5.2.2. VPN Service Topol ogi es

The types of VPN service topol ogi es di scussed bel ow can be used for
configuration if needed. The nodule described in this docunent
currently supports any-to-any, Hub-and-Spoke (where Hubs can exchange
traffic), and Hub-and- Spoke Di sjoint (where Hubs cannot exchange
traffic). New topol ogies could be added by augnmentation. By
default, the any-to-any VPN service topol ogy is used.

5.2.2.1. Route Target Allocation

A Layer 2 PE-based VPN (such as a VPLS-based VPN or an EVPN that uses
BGP as its signaling protocol) can be built using Route Targets (RTs)
as described in [ RFC4364] and [ RFC7432]. The managenent systemis
expected to automatically allocate a set of RTs upon receiving a VPN
service creation request. How the nanagenent system allocates RTs is
out of scope for this docunent, but multiple ways coul d be envi saged,
as described in Section 6.2.1.1 of [RFC8299].

5.2.2.2. Any-to-Any

Figure 5: Any-to-Any VPN Service Topol ogy

In the any-to-any VPN service topology, all VPN sites can conmunicate
with each other without any restrictions. The managenent systemthat
receives an any-to-any L2VPN service request through this nodel is
expected to assign and then configure the MAC-VRF and RTs on the
appropriate PEs. In the any-to-any case, a single RT is generally
requi red, and every MAC-VRF inports and exports this RT.

5.2.2.3. Hub-and- Spoke

o m e e e e e e e oo +
| Hub_Site 1 ------ PE1 PE2 ------ Spoke_Site 1

| i +
| |

| o e e e e e e e eeeeeeeaeicaesaeaaa +
| Hub_Site 2 ------ PE3 PE4 ------ Spoke _Site 2

o m e e e e e e e +

Fi gure 6: Hub-and- Spoke VPN Servi ce Topol ogy
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I n the Hub-and- Spoke VPN service topol ogy,

o all Spoke sites can comunicate only with Hub sites (i.e., Spoke
sites cannot communi cate with each other).

0 Hubs can conmuni cate with each ot her.

The managenent systemthat receives a Hub-and- Spoke L2VPN service
request through this nodel is expected to assign and then configure
the MAC-VRF and RTs on the appropriate PEs. In the Hub-and- Spoke
case, two RTs are generally required (one RT for Hub routes and one
RT for Spoke routes). A Hub MAC-VRF that connects Hub sites wll
export Hub routes with the Hub RT and will inport Spoke routes

t hrough the Spoke RT. It will also inport the Hub RT to allow
Hub-t o- Hub conmmuni cation. A Spoke MAC-VRF that connects Spoke sites
wi |l export Spoke routes with the Spoke RT and will inport Hub routes
t hrough the Hub RT.

5.2.2.4. Hub-and- Spoke Di sjoint

o m e e e e e e e oo +

| Hub_Site 1 ------ PE1 PE2 ------ Spoke_Site 1 |

T T +
|

e oo R +

| Hub_Site 2 ------ PE3 PE4 ------ Spoke _Site 2 |

o m e e e e e e e +

Fi gure 7: Hub-and- Spoke-Di sjoint VPN Service Topol ogy
I n the Hub-and- Spoke-Di sjoi nt VPN service topol ogy,

o all Spoke sites can comunicate only with Hub sites (i.e., Spoke
sites cannot communi cate with each other).

0 Hubs cannot conmuni cate with each ot her.

The managenent systemthat receives a Hub-and- Spoke-Di sjoint L2VPN
service request through this nodel is expected to assign and then
configure the VRF and RTs on the appropriate PEs. 1In the

Hub- and- Spoke- Di sj oi nt case, at least two RTs are required for Hubs
and Spokes, respectively (at least one RT for Hub routes and at | east
one RT for Spoke routes). A Hub VRF that connects Hub sites will
export Hub routes with the Hub RT and will inport Spoke routes

t hrough the Spoke RT. A Spoke VRF that connects Spoke sites will
export Spoke routes with the Spoke RT and will inport Hub routes

t hrough the Hub RT.
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The managenent system MJST take into account constraints on
Hub- and- Spoke connections, as in the previous case.

Hub- and- Spoke Di sjoint can al so be seen as multiple Hub-and- Spoke
VPNs (one per Hub) that share a comobn set of Spoke sites.

5.2.3. Coud Access

Thi s nmodel provides cloud access configuration through the

cl oud- access contai ner. The usage of cloud-access is targeted for
public cloud access and Internet access. The cloud-access contai ner
provi des paraneters for authorization rules. Note that this nodel
considers that public cloud and public Internet access share sone
commonal ity; therefore, it does not distinguish Internet access from
cloud access. |If needed, a different |abel for Internet access could
be added by augnentation

Private cloud access nay be addressed through the site container as
described in Section 5.3, with usage consistent with sites of
type "NNI".

A cloud identifier is used to reference the target service. This
identifier is local to each adm nistration

By default, all sites in the L2VPN SHOULD be pernitted to access the
cloud or the Internet. |If restrictions are required, a user MAY
configure sone lintations for sone sites or nodes by using policies,
i.e., the "permit-site" or "deny-site" leaf-list. The permt-site
leaf-1ist defines the list of sites authorized for cloud access. The
deny-site leaf-list defines the list of sites denied for cloud
access. The nodel supports both "deny-any-except" and
"pernmt-any-except" authorization

How the restrictions will be configured on network elenents is out of
scope for this docunent.
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L2VPN

T I o o o S L B S S NS
+ Site 3 +---+ Coud 1 +
+ Site 1 + o o S
+ +

+ Site 2 B e
+ + + Internet +
+ Site 4 + +++++++H++H++

e a2 S B S B
+H+++HHE+

+ Cloud 2 +
+++++++H++++

Fi gure 8: Exanple of C oud Access Configuration

As shown in Figure 8, we configure the global VPN to access the
Internet by creating a cloud-access container pointing to the cloud
identifier for the Internet service. (This is illustrated in the XM
[ WBC. REC- xnl - 20081126] below.) No authorized sites will be
configured, as all sites are required to be able to access the

I nternet.

<?xm version="1.0"?>
<l 2vpn-svc xm ns="urn:ietf:parans: xm :ns:yang:ietf-|2vpn-svc">
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>123456487</ vpn-i d>
<cl oud- accesses>
<cl oud- access>
<cl oud-i dentifier>I NTERNET</ cl oud-i dentifier>
</ cl oud- access>
</ cl oud- accesses>
<ce-vl an- preservati on>true</ce-vl an-preservati on>
<ce-vl an- cos- preservati on>true</ce-vl an-cos- preservati on>
</ vpn-servi ce>
</ vpn-servi ces>
</l 2vpn-svc>

If Site 1 and Site 2 require access to Coud 1, a new cl oud-access
contai ner pointing to the cloud identifier of Cloud 1 will be
created. The pernit-site leaf-list will be filled with a reference
to Site 1 and Site 2.
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<?xm version="1.0"7?>
<l 2vpn-svc xm ns="urn:ietf:params: xm : ns:yang:ietf-I2vpn-svc">
<vpn- servi ces>
<vpn-service>
<vpn-i d>123456487</ vpn-i d>
<cl oud- accesses>

<cl oud- access>
<cl oud-i dentifier>C oudl</cloud-identifier>

<pernit-site>sitel</permt-site>
<pernmit-site>site2</permt-site>
</ cl oud- access>

</ cl oud- accesses>
<ce-vl an- preservati on>true</ce-vl an-preservati on>
<ce-vl an- cos- preservati on>true</ce-vl an-cos- preservati on>

</ vpn-service>
</ vpn-servi ces>
</l 2vpn-svc>

If all sites except Site 1 require access to Cloud 2, a new
cl oud- access container pointing to the cloud identifier of Coud 2
will be created. The deny-site leaf-list will be filled with a

reference to Site 1

<?xm version="1.0"?>
<l 2vpn-svc xm ns="urn:ietf:parans: xm :ns:yang:ietf-|2vpn-svc">
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>123456487</ vpn-i d>
<cl oud- accesses>

<cl oud- access>
<cl oud-i denti fier>C oud2</cl oud-i dentifier>

<deny-site>sitel</deny-site>
</ cl oud- access>

</ cl oud- accesses>
<ce-vl an- preservati on>true</ce-vl an-preservati on>
<ce-vl an- cos- preservati on>true</ce-vl an-cos- preservati on>

</ vpn-servi ce>
</ vpn-services>
</l 2vpn-svc>
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5.2.4. Ext ranet VPNs

There are sonme cases where a particular VPN needs access to resources
(servers, hosts, etc.) that are external. Those resources may be
| ocated i n anot her VPN

. + . +
/ \ / \
Site A -- | VPN A | --- VPN B | --- Site B
\ / \ / ( Shar ed
R + R + resour ces)

Fi gure 9: Exanple of Shared VPN Resources

As illustrated in Figure 9, VPN B has sone resources on Site B that
need to be nmade avail able to sone custoners/partners. Specifically,
VPN A nust be able to access those VPN B resources.

Such a VPN connection scenari o can be achieved via a VPN policy as
defined in Section 5.5.2.2. But there are sone sinple cases where a
particular VPN (VPN A) needs access to all resources in another VPN
(VPN B). The nodel provides an easy way to set up this connection
usi ng the "extranet-vpns" contai ner

The extranet-vpns container defines a list of VPNs a particular VPN
wants to access. The extranet-vpns container is used on custoner
VPNs accessing extranet resources in another VPN. In Figure 9, in
order to provide VPN A with access to VPN B, the extranet-vpns
cont ai ner needs to be configured under VPN A with an entry
corresponding to VPN B. There is no service configuration

requi renent on VPN B.

Readers should note that even if there is no configuration
requirenent on VPN B, if VPN Alists VPN B as an extranet, all sites
in VPN B wll gain access to all sites in VPN A

The "site-role" |eaf defines the role of the local VPN sites in the
target extranet VPN service topology. Site roles are defined in
Section 5. 4.

In the exanpl e below, VPN A accesses VPN B resources through an
extranet connection. A Spoke role is required for VPN A sites, as
sites from VPN A nust not be able to conmunicate with each other

t hrough the extranet VPN connecti on.
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<?xm version="1.0"?>
<l 2vpn-svc xm ns="urn:ietf:params: xm : ns:yang:ietf-I2vpn-svc">
<vpn- servi ces>
<vpn-service>
<vpn-i d>VPNB</ vpn-i d>
<svc-t opo>hub- spoke</svc-t opo>
<ce-vl an- preservati on>true</ce-vl an-preservati on>
<ce-vl an- cos- preservation>true</ce-vl an-cos- preservati on>
</ vpn-service>
<vpn-service>
<vpn-i d>VPNA</ vpn-i d>
<svc-topo>any-to-any</svc-topo>
<ext ranet - vpns>
<extranet -vpn>
<vpn-i d>VPNB</ vpn-i d>
<l ocal - sites-rol e>spoke-rol e</| ocal -sites-rol e>
</ extranet-vpn>
</ extranet-vpns>
<ce-vl an- preservati on>true</ce-vl an-preservati on>
<ce-vl an- cos- preservation>true</ce-vl an-cos- preservati on>
</ vpn-service>
</ vpn-servi ces>
</l 2vpn-svc>

Thi s nodel does not define how the extranet configuration will be
achi eved wi thin the network.

Any VPN interconnection scenario that is nore conplex (e.g., only
certain parts of sites on VPN A accessing only certain parts of sites
on VPN B) needs to be achieved using a VPN attachnent as defined in
Section 5.5.2 and, in particular, a VPN policy as defined in

Section 5.5.2.2.

5.2.5. Frane Delivery Service

If a BUM (Broadcast, Unknown Unicast, or Milticast) frane delivery
service is supported for an L2VPN, sone gl obal frane delivery
paraneters are required as input for the service request. Wen a CE
sends BUM packets, replication occurs at the ingress PE and three
frane types need to be supported.

Users of this nodel will need to provide the flavors of trees that
will be used by custoners within the L2VPN (custoner-tree-flavors).
The nodel defined in this docunment supports bidirectional, shared,
and source-based trees (and can be augnented to contain other tree
types). Miltiple flavors of trees can be supported simnultaneously.
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Fi gure 10: BUM Frane Delivery Service Exanple

Mul ti cast-group-to-port nmappi ngs can be created using the
Two group-to-port mappi ng nethods are

"r p- gr oup- mappi ngs"

support ed:

o Static configuration of nulticast Ethernet addresses and

ports/interfaces.

o A nulticast contro

Mul ticast Registration Protoco
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signal s mappings of nulticast addresses to ports/interfaces,
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5.3. Site Overview

A site represents a connection of a custoner office to one or nore
VPN services. Each site is associated with one or nore |ocations.

S +
/ \

- | VPNL
R + | \ /
| | B TS +

| New York Office |------ (site) ----- +

| | | e +
R R EE R T + | / \

e - | VPN2
\ /
B TS +

Figure 11: Exanple: Custonmer Ofice and Two VPN Services

The provider uses the site container to store information regarding
detailed inplenentation arrangenments nmade with either the custoner or
peer operators at each interconnect |ocation

We restrict the L2SMto exterior interfaces (i.e., UNls and NNIs)
only, so all internal interfaces and the underlying topology are
out side the scope of the L2SM

Typically, the follow ng characteristics of a site interface handoff
need to be docunented as part of the service design

Unique identifier (site-id): An arbitrary string to uniquely
identify the site within the overall network infrastructure. The
format of "site-id" is determined by the |l ocal administrator of
the VPN servi ce.

Devi ce (device): The custonmer can request one or nore custoner
preni ses equi pment entities fromthe SP for a particular site.

Managenent (rmanagenent): Defines the nodel of nanagenent for the
site -- for exanple, type, managenent-transport, address. This
par aneter determ nes the boundary between the SP and the custoner,
i.e., who has ownership of the CE device

Location (location): The site location information. Allows easy
retrieval of data about the nearest avail abl e resources.

Site diversity (site-diversity): Presents sone paranmeters to support
site diversity.
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Site network accesses (site-network-accesses): Defines the list of
ports to the site and their properties -- in particular, bearer
connection, and service paraneters.

A site-network-access represents an Ethernet |ogical connection to a
site. A site may have nultiple site-network-accesses.

*xxx%k* (site-network-access#l) *rFrxx

|
|
| New York O fice |
| | ****** (site-network-access#2) ****xx*
|

Figure 12: Two Site-Network-Accesses for a Site

Mul tiple site-network-accesses are used, for instance, in the case of
mul ti hom ng. Sone other neshing cases nay also include multiple
si t e- net wor k- accesses.

The site configuration is viewed as a global entity; we assune that
it is nostly the managenent systenis role to split the paraneters
between the different elenents within the network. For exanple, in
the case of the site-network-access configuration, the nanagenent
system needs to split the paraneters between the PE configuration and
the CE configuration.

The site may support single-honmed access or multihonmng. In the case
of multihom ng, the site can support nultiple site-network-accesses.
Under each site-network-access, "vpn-attachnment" is defined;
vpn-attachnment will describe the association between a given
site-network-access and a given site, as well as the VPN to which
that site will connect.

5.3.1. Devices and Locations

The information in the "location" sub-container under a site
container and in the "devices" container allows easy retrieval of
data about the nearest available facilities and can be used for
access topology planning. It nmay al so be used by other network
orchestration conponents to choose the targeted upstream PE and
downstream CE. Location is expressed in terns of postal information.
More detailed informati on or other |ocation information can be added
by augnent ati on.

A site may be conposed of nmultiple locations. Al the |ocations will
need to be configured as part of the "locations" container and |ist.
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A typical exanple of a multi-location site is a headquarters office
inacity, where the office is conposed of multiple buildings. Those
buil dings nmay be located in different parts of the city and nay be
linked by intra-city fibers (a custoner nmetropolitan area networKk).
Thi s nodel does not represent connectivity between multiple |ocations
of a site, because that connectivity is controlled by the custoner.
In such a case, when connecting to a VPN service, the customer nay
ask for multihom ng based on its distributed |ocations.

New York Site

R T + Site

R N [
| | Manhattan | |****** (site-network-access#l) *****x*
| - - +

I +

| | Brooklyn | |****** (site-network-access#2) ***x*x*
| +-------------- e I e L
Fom e e e oo oo +

Figure 13: Two Site-Network-Accesses, Two Sites

A custonmer may al so request the use of sonme prem ses equi pnent
entities (CEs) fromthe SP via the devices container. Requesting a
CE inplies a provider-nmanaged or co-nmanaged nodel. A particular

devi ce nust be requested for a particular already-configured

|l ocation. This would help the SP send the device to the appropriate

postal address. In a multi-location site, a customer may, for
exanpl e, request a CE for each location on the site where nultihom ng
nmust be inplemented. |In Figure 13, one device may be requested for

the Manhattan | ocation and one other for the Brooklyn |ocation

By using devices and | ocations, the user can influence the
mul ti homi ng scenario they want to inplenent: single CE, dual CE, etc.

5.3.2. Site Network Accesses

The L2SM i ncludes a set of essential physical interface properties
and Ethernet-layer characteristics in the "site-network-accesses"
container. Sone of these are critical inplenmentation arrangenents
that require consent fromboth the custoner and the provider.

As nentioned earlier, a site may be nmulti homed. Each |ogical network
access for a site is defined in the site-network-accesses container.
The site-network-access paraneter defines howthe site is connected
on the network and is split into three main classes of paraneters:

0 bearer: defines requirements of the attachnment (bel ow Layer 2).
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0 connection: defines Layer 2 protocol paraneters of the attachnent.

o availability: defines the site’s availability policy. The
availability paraneters are defined in Section 5.8.

The site-network-access has a specific type
(site-network-access type). This docunent defines two types:

0 point-to-point: describes a point-to-point connection between the
SP and t he custoner.

0o multipoint: describes a nultipoint connection between the SP and
t he custoner.

This site-network-access type nmay have an inpact on the paraneters
offered to the custoner, e.g., an SP might not offer MAC | oop
protection for nultipoint accesses. It is up to the provider to

deci de what paraneters are supported for point-to-point and/or
mul ti point accesses. Miltipoint accesses are out of scope for this
document; some containers defined in the nodel may require extensions
in order to work properly for multipoint accesses.

5.3.2. 1. Bear er

The "bearer" container defines the requirenents for the site
attachnent (below Layer 2) to the provider network.

The bearer paraneters will help to deternmine the access nedia to
be used.

5.3.2.2. Connection

The "connection" container defines the Layer 2 protocol paraneters of
the attachnment (e.g., vlan-id or circuit-id) and provides
connectivity between custonmer Ethernet switches. Depending on the
managenent node, it refers to PE-CE-LAN segnent addressing or to

CE-t o- cust oner - LAN segnent addressing. In any case, it describes the
responsi bility boundary between the provider and the customer. For a
customer - managed site, it refers to the PE-CE-LAN segnent connection
For a provider-managed site, it refers to the CE-to-custoner-LAN
segment connecti on.

The "encapsul ati on-type" paraneter allows the user to select between
Et hernet encapsul ati on (port-based) or Ethernet VLAN encapsul ation
(VLAN-based). Al of the allowed Ethernet interface types of service
franes can be listed under "ether-inf-type", e.g., untagged
interface, tagged interface, LAG interface.
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Corresponding to "ether-inf-type", the connection container also
presents three sets of link attributes: untagged interface, tagged
interface, and optional LAG interface attributes. These paraneters
are essential for the connection to be properly established between
the CE devices and the PE devices. The connection container also
defines a Layer 2 Control Protocol (L2CP) attribute that allows
control -pl ane protocol interaction between the CE devices and the PE
devi ce.

5.3.2.2.1. Untagged Interface

For each untagged interface (untagged-interface), there are basic
configuration paraneters |like interface i ndex and speed, interface
MIU, auto-negotiation and flow control settings, etc. In addition
and based on nutual agreenent, the custoner and provider may decide
to enabl e advanced features, such as LLDP, |EEE 802. 3ah

[ I EEE- 802-3ah], or MAC | oop detection/prevention at a UNI. If |oop
avoi dance is required, the attribute "uni-Ioop-prevention" nust be
set to "true".

5.3.2.2.2. Tagged Interface

If the tagged service is enabled on a logical unit on the connection
at the interface, "encapsul ation-type" should be specified as the

Et hernet VLAN encapsul ation (if VLAN based) or VXLAN encapsul ation
and "eth-inf-type" should be set to indicate a tagged interface.

In addition, "tagged-interface-type" should be specified in the
"tagged-interface" container to determ ne how taggi ng needs to be
done. The current nodel defines five ways to perform VLAN taggi ng:

o priority-tagged: SPs encapsul ate and tag packets between the CE
and the PE with the frame priority |evel

0 dot1qg-vl an-tagged: SPs encapsul ate packets between the CE and the
PE with one or a set of custoner VLAN (CVLAN) | Ds.

0 (qing: SPs encapsul ate packets that enter their networks with
mul ti ple CVLAN IDs and a single VLAN tag with a single SP VLAN
(SVLAN) .

0 (qinany: SPs encapsul ate packets that enter their networks with
unknown CVLANs and a single VLAN tag with a single SVLAN

o vxlan: SPs encapsul ate packets that enter their networks with a
VXLAN Network ldentifier (VNI) and a peer list.
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The overall S-tag for the Ethernet circuit and (if applicable)
C-tag-to- SVC mappi ng (where "SVC' stands for "Switched Virtua
Crcuit") have been placed in the "service" container. For the ging
and qi nany options, the S-tag under "qing" and "qi nany" should match
the S-tag in the service container in nost cases; however, VLAN
translation is required for the S-tag in certain deploynents at the
external -facing interface or upstream PEs to "nornmalize" the outer
VLAN tag to the service S-tag into the network and translate back to
the site’s S-tag in the opposite direction. One exanple of this is
with a Layer 2 aggregation switch along the path: the S-tag for the
SVC has been previously assigned to another service and thus cannot
be used by this AC

5.3.2.2.3. LAG Interface

Sometinmes, the custonmer may require multiple physical |inks bundled
together to forma single, logical, point-to-point LAG connection to
the SP. Typically, the Link Aggregation Control Protocol (LACP) is
used to dynami cally nmanage addi ng or del eting nenber |inks of the
aggregate group. |In general, a LAG allows for increased service
bandwi dt h beyond the speed of a single physical |ink while providing
graceful degradation as failure occurs, thus increasing availability.

In the L2SM there is a set of attributes under "lag-interface"
related to link aggregation functionality. The customer and provider
first need to decide on whether LACP PDUs will be exchanged between

t he edge devices by specifying the "LACP-state" as "on" or "off". [If
LACP is to be enabled, then both parties need to further specify

(1) whether LACP will be running in active or passive node and

(2) the tine interval and priority level of the LACP PDU. The
custoner and provider can al so deternine the m ni num aggregate

bandwi dth for a LAGto be considered as a valid path by specifying
the optional "nini-link-num attribute. To enable fast detection of
faulty links, micro-BFD [ RFC7130] ("BFD' stands for "Bidirectiona
Forwar di ng Detection") runs independent UDP sessions to nonitor the
status of each nmenber link. The custoner and provider should agree
on the BFD hello interval and hold tine.

Each menmber link will be listed under the LAG interface with basic
physical link properties. Certain attributes, such as flow control
encapsul ati on type, allowed ingress Ethertype, and LLDP settings, are
at the LAG | evel
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5.3.2.2.4. CVLAN-|D-to-SVC Mappi ng

When nore than one service is nultiplexed onto the sane interface,
i ngress service frames are conditionally transmtted through one of
the L2VPN services based upon a pre-arranged custoner-VLAN-to-SVC
mappi ng. Miltiple CVLANs can be bundl ed across the sane SVC. The
bundling type will deternine how a group of CVLANs is bundled into
one VPN service (i.e., VLAN bundling).

When applicable, "cvlan-id-to-svc-map" contains the list of CVLANs
that are mapped to the same service. 1In nost cases, this will be the
VLAN access-list for the inner 802.1Q tag [| EEE-802-1Q (the C-tag).

A VPN service can be set to preserve the CE-VLAN ID and CE-VLAN CoS
fromthe source site to the destination site. This is required when
the custonmer wants to use the VLAN header information between its two
sites. CE-VLAN ID preservation and CE-VLAN CoS preservation are
appl i ed on each site-network-access within sites. "Preservation"
nmeans that the value of the CE-VLAN ID and/or CE-VLAN CoS at the
source site nust be equal to the value at a destination site

bel onging to the same L2VPN service

If all-to-one bundling is enabled (i.e., the bundling type is set to
"all-to-one bundling"), then preservation applies to all ingress
service frames. |If all-to-one bundling is disabled, then
preservation applies to tagged ingress service frames having the

CE- VLAN | D.

5.3.2.2.5. L2CP Control Support

The custoner and the SP should arrange in advance whether or not to
al | ow control -plane protocol interaction between the CE devices and
the PE device. To provide seanl ess operation with nmulticast data
transport, the transparent operation of Ethernet control protocols
(e.g., the Spanning Tree Protocol (STP) [I|EEE-802-1D]) can be

enpl oyed by custoners.

To support efficient dynanmic transport, Ethernet mnulticast contro
franes (e.g., GARP/GWRP [I| EEE-802-1D]) can be used between the CE and
the PE. However, solutions MJUST NOT assune that all CEs are al ways
runni ng such protocols (typically in the case where a CEis a router
and is not aware of Layer 2 details).

The destinati on MAC addresses of these L2CP PDUs fall within two
reserved bl ocks specified by the | EEE 802.1 Wrking G oup. Packets
wi th destination MAC addresses in these nmulticast ranges have speci al
forwardi ng rul es.
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o Bridge block of protocols: 01-80-C2-00-00-00 through
01- 80- C2- 00- 00- OF

o0 MRP bl ock of protocols: 01-80-C2-00-00-20 through
01- 80- C2- 00- 00- 2F

Layer 2 protocol tunneling allows SPs to pass subscriber Layer 2
control PDUs across the network without being interpreted and
processed by internedi ate network devices. These L2CP PDUs are
transparently encapsul ated across the MPLS-enabl ed core network in
Q nQ fashi on.

The "L2CP-control" container contains the list of comonly used L2CP
protocol s and paraneters. The SP can specify di scard-node,
peer-node, or tunnel-node actions for each individual protocol.

5.3.2.2.6. Et her net Servi ce OQAM

The advent of Ethernet as a w de-area network technol ogy brings the
addi tional requirenents of end-to-end service nonitoring and fault
managenent in the SP network, particularly in the area of service
availability and Mean Tinme To Repair (MITR). Ethernet Service QAMin
the L2SMrefers to the comnbi ned protocol suites of |EEE 802. lag

[l EEE-802-1ag] and | TU-T Y. 1731 [ITU T-Y-1731].

Ceneral |y speaki ng, Ethernet Service OAM enables SPs to perform
service continuity checks, fault isolation, and packet delay/jitter
nmeasur enent at per-custonmer and per-site-network-access granularity.
The information collected fromEthernet Service OAM data sets is
conpl enentary to other higher-layer IP/MPLS OSS tools to ensure that
the required SLAs can be net.

The 802. lag Connectivity Fault Managenent (CFM functional nodel is
structured with hierarchical Mintenance Donmai ns (MDs), each assigned
with a unique mai ntenance |evel. Higher-level MDs can be nested over
| ower-1level MDs. However, the MDs cannot intersect. The scope of
each MD can be solely within a custonmer network or solely within the
SP network. An MD can interact between CEs and PEs (customer-to-
provider) or between PEs (provider-to-provider), or it can tunnel
over another SP networKk.

Dependi ng on the use-case scenari o, one or nore Miintenance Entity
Group End Points (MEPs) can be placed on the external -facing
interface, sending CFM PDUs towards the core network ("Up MEP") or
downstream | ink ("Down MEP").

The "cf m 802. 1-ag"” sub-contai ner under "site-network-access" presents
t he CFM Mai nt enance Association (MA), i.e., Down MEP for the UNI MA
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For each MA, the user can define the Miintenance Association
Identifier (MAID), MEP level, MEP direction, Renote MEP I D, CoS |eve
of the CFM PDUs, Continuity Check Message (CCM interval and hold
time, alarmpriority defect (i.e., the lowest-priority defect that is
allowed to generate a fault alarm, CCMpriority type, etc

I TUT VY.1731 Performance Monitoring (PM provides essential network
telemetry information that includes the measurenent of Ethernet
service frame delay, frame delay variation, frame |oss, and franme

t hroughput. The delay/jitter measurenent can be either one-way or
two-way. Typically, a Y.1731 PM probe sends a small anount of
synthetic franes along with service franes to neasure the SLA
paraneters

The "y-1731" sub-contai ner under "site-network-access" contains a set
of paraneters to define the PM probe information, including MAD,

| ocal and Renote MEP I D, PM PDU type, nessage period and neasurenent
interval, CoS |level of the PM PDUs, |oss neasurenent by synthetic or
service franme options, one-way or two-way delay neasurenent, PM frame
size, and session type.

5.4. Site Roles

A VPN has a particular service topology, as described in

Section 5.2.2. As a consequence, each site belonging to a VPN is
assigned a particular role in this topology. The site-role |eaf
defines the role of the site in a particular VPN topol ogy.

In the any-to-any VPN service topology, all sites MIUST have the same
role, which will be "any-to-any-role"

In the Hub-and- Spoke VPN service topology or the Hub-and- Spoke-
Di sj oi nt VPN service topol ogy, sites MJST have a Hub role or a
Spoke rol e.

5.5. Site Belonging to Miultiple VPNs

5.5.1. Site VPN Flavors
A site may be part of one or nore VPNs. The "site-vpn-flavor"
defines the way that the VPN nmultiplexing is done. There are four
possi bl e types of external-facing connections associated with an EVPN
service and a site. Therefore, the nodel supports four flavors:
0 site-vpn-flavor-single: The site belongs to only one VPN

o0 site-vpn-flavor-nulti: The site belongs to nultiple VPNs, and al
the | ogical accesses of the sites belong to the sane set of VPNs.
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0 site-vpn-flavor-nni: The site represents an NNI where two
adm ni strative donai ns belonging to the sane or different
provi ders interconnect.

0 site-vpn-flavor-e2e: The site represents an end-to-end
mul ti - segnent connecti on.

5.5.1.1. Single VPN Attachnent: site-vpn-flavor-single

Figure 14 depicts a single VPN attachnent. The site connects to only
one VPN

E R +
R R R + Site / \
I R OOt |
| | ***(site-network-access#l)***| VPN1
| New York Office | | |
| | ***(site-network-access#2)***| |
| R EEEEEEEEEEEEEEEEE | |
e + \ /
E R +
Figure 14: Single VPN Attachnent
5.5.1.2. Milti-VPN Attachnent: site-vpn-flavor-nulti
Fi gure 15 shows a site connected to nultiple VPNs.
Fomm e e o +
+---/----+ \
R L R T + Site / | \ |
| | eeeeeeeeeieieeaieiiaieaieaeaas | VPN B
| | ***(site-network-access#l)****x** | | |
| New York Office | | | | |
| | ***(site-network-access#2)****x*x |\ | /
| [=- - | VPN At+----- [---+
R + \ /
E R +

Figure 15: Multi-VPN Attachment

In Figure 15, the New York office is nultihoned. Both |ogica
accesses are using the sane VPN attachnent rules, and both are
connected to VPN A and to VPN B.

Reaching VPN A or VPN B fromthe New York office will be done via MAC

destination-based forwarding. Having the same destination reachable
fromthe two VPNs may cause routing problens. The custoner
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adm nistration’s role in this case would be to ensure the appropriate
mappi ng of its MAC addresses in each VPN. See Sections 5.5.2 and
5.10.2 for nore details. See also Section 5.10.3 for details

regardi ng support for BUM

5.5.1.3. NNI: site-vpn-flavor-nni

A Network-to-Network Interface (NNI) scenario may be nodel ed using
the sites container. It is helpful for the SP to indicate that the
requested VPN connection is not a regular site but rather is an NN,
as specific default device configuration paraneters nmay be applied in
the case of NNIs (e.g., Access Control Lists (ACLs), routing

poli cies).
SP A SP B

/ \ / \
| | | |
| ++++++++ Inter-AS | i nk ++++++++ |
| + + + + |
| + (MAC VRF1) - (VPN1) - (MAC- VRF1) + |
| + + + + |
| + ASBR + + ASBR + |
| + + + + |
| + (MAG VRF2) - (VPN2) - ( MAC- VRF2) + |
| + + + + |
| +++++++4+ +++++++4+ |
| | | |
| | | |
| | | |
| ++++++++ Inter-AS | i nk ++++++++ |
| + + + + |
| + (MAC VRF1) - (VPN1) - (MAC- VRF1) + |
| + + + + |
| + ASBR + + ASBR + |
| + + + + |
| + (MAG VRF2) - (VPN2) - ( MAC- VRF2) + |
| + + + + |
| +++++++4+ +++++++4+ |
| | | |
| | | |

\ / \ /

Figure 16: Option A NNI Scenario
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Figure 16 illustrates an option A NNl scenario that can be nodel ed
using the sites container. |In order to connect its custonmer VPNs
(VPNL and VPN2) in SP B, SP A may request the creation of sone
site-network-accesses to SP B. The site-vpn-flavor-nni type will
be used to informSP B that this is an NNI and not a regul ar
custoner site.

5.5.1.4. E2E site-vpn-flavor-e2e

An end-to-end (E2E) multi-segnent VPN connection to be constructed
out of several connectivity segments nmay be nodeled. 1t is helpfu
for the SP to indicate that the requested VPN connection is not a
regular site but rather is an end-to-end VPN connection, as specific
default device configuration paraneters may be applied in the case of
site-vpn-flavor-e2e (e.g., QS configuration). |In order to establish
a connection between Site 1 in SP A and Site 2 in SP B spanning
mul ti pl e domai ns, SP A may request the creation of end-to-end
connectivity to SP B. The site-vpn-flavor-e2e type will be used to
indicate that this is an end-to-end connectivity setup and not a
regul ar custoner site.

5.5.2. Attaching a Site to a VPN

Due to the nultiple site-vpn flavors, the attachnent of a site to an
L2VPN i s done at the site-network-access (logical access) |eve

t hrough the "vpn-attachnment" container. The vpn-attachnent container
is mandatory. The nodel provides two ways to attach a site to a VPN

o By referencing the target VPN directly.
o By referencing a VPN policy for attachnments that are nore conpl ex.

These options allow the user to choose the flavor that provides the
best fit.

5.5.2.1. Referencing a VPN

Ref erencing a vpn-id provides an easy way to attach a particul ar

| ogi cal access to a VPN. This is the best way in the case of a
single VPN attachnent. \When referencing a vpn-id, the site-role
setting nust be added to express the role of the site in the target
VPN servi ce topol ogy.

<?xm version="1.0"?>
<l 2vpn-svc xm ns="urn:ietf:params: xm : ns:yang:ietf-I2vpn-svc">
<vpn-servi ces>
<vpn-service>
<vpn-i d>VPNA</ vpn-i d>
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<ce-vl an- preservati on>true</ce-vl an-preservati on>
<ce-vl an- cos- preservati on>true</ce-vl an-cos- preservati on>

</ vpn-service>
<vpn-service>

<vpn-i d>VPNB</ vpn-i d>
<ce-vl an- preservati on>true</ce-vl an-preservati on>

<ce-vl an- cos- preservati on>true</ ce-vl an-cos- preservati on>

</ vpn-service>
</ vpn-servi ces>
<sites>
<site>
<site-id>SI TEl</site-id>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</| ocation-id>
</l ocation>
</l ocations>
<managenent >
<t ype>cust onmer - nranaged</t ype>
</ managenent >
<si t e- net wor k- accesses>
<si t e- net wor k- access>
<net wor k- access-i d>LAl1</ net wor k- access-i d>

<servi ce>
<svc- bandw dt h>

<bandw dt h>
<di recti on>i nput - bw</ di recti on>

<t ype>bw per-cos</type>
<ci r >450000000</cir>
<cbs>20000000</ cbs>
<ei r>1000000000</ ei r>
<ebs>200000000</ ebs>
</ bandwi dt h>
</ svc- bandw dt h>
<carrierscarrier>
<si gnal i ng-type>bgp</si gnal i ng-type>
</carrierscarrier>
<svc-ntu>1514</svc- nt u>
</ service>
<vpn-attachnent >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn- at t achnent >
</ site-network-access>
<si t e- net wor k- access>
<net wor k- access-i d>LA2</ net wor k- access-i d>

<servi ce>
<svc- bandw dt h>
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<bandwi dt h>
<di recti on>i nput - bw</ di recti on>
<t ype>bw per-cos</type>
<ci r >450000000</cir>
<cbhs>20000000</ cbs>
<ei r >1000000000</ ei r>
<ebs>200000000</ ebs>
</ bandwi dt h>
</ svc- bandw dt h>
<carrierscarrier>
<si gnal i ng-t ype>bgp</ si gnal i ng-type>
</carrierscarrier>
<svc- ntu>1514</svc- nt u>
</ service>
<vpn-attachment >
<vpn-i d>VPNB</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-at t achnent >
</ site-network-access>
</ site-network-accesses>
</site>
</sites>
</l 2vpn-svc>

The exanpl e above describes a nulti-VPN case where a site (SITE 1)
has two | ogi cal accesses (LAl and LA2), attached to both VPNA and
VPNB.

5.5.2.2. VPN Policy

The "vpn-policy" list hel ps express a nmulti-VPN scenari o where a
| ogi cal access belongs to multiple VPNs.

As a site can belong to nultiple VPNs, the vpn-policy list may be
conposed of nultiple entries. A filter can be applied to specify
that only sone LANs at the site should be part of a particular VPN

A site can be conposed of nultiple LAN segnents, and each LAN segnent
can be connected to a different VPN. Each time a site (or LAN) is
attached to a VPN, the user nust precisely describe its role
(site-role) within the target VPN service topol ogy.
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Figure 17: VPN Policy Exanple

In Figure 17, Site 5 is part of two VPNs: VPN3 and VPN2. It wll
play a Hub role in VPN2 and an any-to-any role in VPN3. W can
express such a nmulti-VPN scenario as foll ows:

<?xm version="1.0"?>
<l 2vpn-svc xm ns="urn:ietf:parans: xm :ns:yang:ietf-|2vpn-svc">
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>VPN2</ vpn-i d>
<ce-vl an- preservati on>true</ce-vl an-preservati on>
<ce-vl an- cos- preservati on>true</ce-vl an-cos- preservati on>
</ vpn-servi ce>
<vpn-service>
<vpn-i d>VPN3</vpn-i d>
<ce-vl an- preservati on>true</ce-vl an- preservati on>
<ce-vl an- cos- preservati on>true</ce-vl an- cos- preservati on>
</ vpn-service>
</ vpn-servi ces>
<sites>
<site>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</| ocation-id>
</l ocation>
</l ocations>
<managenent >
<t ype>cust omer - nranaged</t ype>
</ managenent >
<site-id>Siteb</site-id>
<vpn-polici es>
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<vpn-policy>
<vpn- pol i cy-i d>POLI CY1</vpn-policy-id>
<entries>
<i d>ENTRY1</ i d>
<vpn>
<vpn-i d>VPN2</vpn-i d>
<site-rol e>hub-rol e</site-rol e>
</ vpn>
</entries>
<entries>
<i d>ENTRY2</ i d>
<vpn>
<vpn-i d>VPN3</vpn-i d>
<site-rol e>any-to-any-rol e</site-rol e>
</ vpn>
</entries>
</ vpn-policy>
</ vpn-policies>
<si t e- net wor k- accesses>
<si t e- net wor k- access>
<net wor k- access-i d>LAl1</ net wor k- access-i d>
<site>
<site-id>S|I TEl</site-id>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</| ocation-id>
</l ocation>
</l ocations>
<managenent >
<t ype>cust onmer - nranaged</t ype>
</ managenent >
<si t e- net wor k- accesses>
<si t e- net wor k- access>
<net wor k- access-i d>LAl1</ net wor k- access-i d>
<servi ce>
<svc- bandw dt h>
<bandwi dt h>
<di recti on>i nput - bw</ di recti on>
<t ype>bw per-cos</type>
<ci r >450000000</cir>
<cbs>20000000</ cbs>
<ei r>1000000000</ ei r >
<ebs>200000000</ ebs>
</ bandwi dt h>
</ svc- bandw dt h>
<carrierscarrier>
<si gnal i ng-t ype>bgp</ si gnal i ng-type>
</carrierscarrier>
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<svc-ntu>1514</svc- nt u>
</ service>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-at t achnent >
</ site-network-access>
<si t e- net wor k- access>
<net wor k- access-i d>LA2</ net wor k- access-i d>
<servi ce>
<svc- bandw dt h>
<bandwi dt h>
<di recti on>i nput - bw</ di recti on>
<t ype>bw per-cos</type>
<ci r>450000000</ci r>
<cbs>20000000</ cbs>
<ei r >1000000000</ ei r >
<ebs>200000000</ ebs>
</ bandwi dt h>
</ svc- bandw dt h>
<carrierscarrier>
<si gnal i ng-t ype>bgp</si gnal i ng-type>
</carrierscarrier>
<svc- nt u>1514</svc- nt u>
</ service>
<vpn-attachment >
<vpn-i d>VPNB</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn- at t achnment >
</ site-network-access>
</ site-network-accesses>
</site>
<vpn-attachment >
<vpn-policy-id>POLI CY1</vpn-policy-id>
</ vpn- at t achnment >
</ site-network-access>
</ site-network-accesses>
</site>
</sites>
</l 2vpn-svc>
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Now, if a nore granular VPN attachnent is necessary, filtering can be
used. For exanple, if LANL fromSite 5 nust be attached to VPN2 as a
Hub and LAN2 nust be attached to VPN3, the follow ng configuration
can be used:

<?xm version="1.0"?>
<l 2vpn-svc xm ns="urn:ietf:parans: xm :ns:yang:ietf-l2vpn-svc">
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>VPN2</ vpn-i d>
<ce-vl an- preservati on>true</ce-vl an-preservati on>
<ce-vl an-cos- preservati on>true</ce-vl an-cos- preservati on>
</ vpn-servi ce>
<vpn-servi ce>
<vpn-i d>VPN3</vpn-i d>
<ce-vl an- preservati on>true</ce-vl an-preservati on>
<ce-vl an- cos- preservati on>true</ce-vl an-cos- preservati on>
</ vpn-servi ce>
</ vpn-servi ces>
<sites>
<site>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</| ocation-id>
</l ocation>
</l ocations>
<managenent >
<t ype>cust omer - managed</t ype>
</ managenent >
<site-id>Siteb</site-id>
<vpn-polici es>
<vpn-pol i cy>
<vpn- pol i cy-i d>POLI CY1</vpn-policy-id>
<entries>
<i d>ENTRY1</i d>
<filters>
<filter>
<type>| an</type>
<l an-t ag>LAN1</I| an-t ag>

</filter>
</[filters>
<vpn>

<vpn-i d>VPN2</vpn-i d>
<site-rol e>hub-rol e</site-rol e>
</ vpn>
</entries>
<entries>
<i d>ENTRY2</ i d>
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<filters>
<filter>
<type>| an</type>
<l an-t ag>LAN2</ | an-t ag>
</filter>
</filters>
<Vpn>
<vpn-i d>VPN3</vpn-i d>
<site-rol e>any-to-any-rol e</site-rol e>
</ vpn>
</entries>
</ vpn-policy>
</ vpn-policies>
<si t e- net wor k- accesses>
<si t e- net wor k- access>
<net wor k- access-i d>LAl1</ net wor k- access-i d>
<servi ce>
<svc- bandw dt h>
<bandwi dt h>
<di recti on>i nput - bw</ di recti on>
<t ype>bw per-cos</type>
<ci r >450000000</cir>
<cbhs>20000000</ cbs>
<ei r >1000000000</ ei r>
<ebs>200000000</ ebs>
</ bandwi dt h>
</ svc- bandw dt h>
<carrierscarrier>
<si gnal i ng-t ype>bgp</ si gnal i ng-type>
</carrierscarrier>
<svc- ntu>1514</svc- nt u>
</ service>
<vpn-attachment >
<vpn-policy-id>POLI CY1</vpn-policy-id>
</ vpn- at t achnment >
</ site-network-access>
</ site-network-accesses>
</site>
</sites>
</l 2vpn-svc>

5.6. Deciding Wiere to Connect the Site

2018

The managenent systemwi |l have to determine where to connect each

site-network-access of a particular site to the provider network
(e.g., PE or aggregation swtch).
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Thi s nodel defines paraneters and constraints that can influence the
nmeshi ng of the site-network-access.

The managenent system MJST honor all custoner constraints, or, if a
constraint is too strict and cannot be fulfilled, the managenent
system MUST NOT provision the site and MJST provide the user with

i nformati on regarding any constraints that could not be fulfilled.
How this information is provided is out of scope for this docunent.
Whet her or not to relax the constraint would then be left up to

t he user.

Paraneters such as site location (see Section 5.6.2) and access type
(see Section 5.6.3) affect the service placenent that the nmanagenent
system appl i es.

In addition to paranmeters and constraints, the nanagenent systenis
deci si on MAY be based on any other internal constraints that are left
up to the SP, e.g., least |oad, distance.

5.6.1. Constraint: Device

In the case of provider managenent or co-managenent, one or nore

devi ces have been ordered by the custoner to a particular |ocation
that has already been configured. The custoner nay force a
particul ar site-network-access to be connected on a particul ar device
that it ordered

New York Site

R T + Site

R S I i i
| | Manhattan | |

| | CEl******x%* (gjte-network-access#l) ****x**
I +

| S + |

| | Brooklyn |

| | CE2***x***x* (gjte-network-access#2) *x***x
| +-----meme - +

| | o
o e oo +

Figure 18: Exanple of a Constraint Applied to a Device
In Figure 18, site-network-access#1 is associated with CE1 in the

service request. The SP nmust ensure the provisioning of this
connecti on.
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5.6.2. Constraint/Paraneter: Site Location

The | ocation information provided in this nodel MAY be used by a
managenment systemto deternmine the target PE to nmesh the site (SP
side). A particular location nust be associated with each site
networ k access when configuring it. The SP MUST honor the

term nation of the access on the location associated with the site
network access (customer side). The "country-code" in the site

| ocation should be expressed as an | SO 3166 code and is sinmilar to
the "country" | abel defined in [RFC4119].

The site-network-access |ocation is deternined by the

"l ocation-flavor". |In the case of a provider-nmanaged or co-managed
site, the user is expected to configure a "device-reference" (device
case) that will bind the site-network-access to a particular device
that the custoner ordered. As each device is already associated with
a particular location, in such a case the location information is
retrieved fromthe device location. |In the case of a
custoner-nmanaged site, the user is expected to configure a

"l ocation-reference" (location case); this provides a reference to an
existing configured location and will help with placenent.

POP#1 (New Yor k)

Fomm e e o +
| PE1 |

Site 1 ---... | PE2
(Atlantic City) | PE3 |
f S +

T +
| PE4 |
| PE5 |
| PE6 |