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Al t er nat e- Mar ki ng Met hod for Passive and Hybrid Perfornmance Mnitoring
Abst r act

Thi s docunent describes a method to perform packet |oss, delay, and
jitter neasurenents on live traffic. This nmethod is based on an

Al ternate-Marking (coloring) technique. A report is provided in
order to explain an exanple and show the nethod applicability. This
technol ogy can be applied in various situations, as detailed in this
docunment, and could be consi dered Passive or Hybrid depending on the
appl i cation.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for exam nation, experinental inplenentation, and
eval uati on.

Thi s docunent defines an Experinmental Protocol for the Internet
community. This docunent is a product of the Internet Engineering
Task Force (IETF). It represents the consensus of the | ETF
comunity. |t has received public review and has been approved for
publication by the Internet Engineering Steering Goup (IESG. Not
al |l docunents approved by the | ESG are a candi date for any |evel of
Internet Standard; see Section 2 of RFC 7841.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nay be obtained at
https://ww. rfc-editor.org/info/rfc8321
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1

I ntroduction

Nowadays, nost Service Providers’ networks carry traffic with
contents that are highly sensitive to packet |oss [RFC7680], delay
[RFC7679], and jitter [RFC3393].

In view of this scenario, Service Providers need nethodol ogi es and
tools to nonitor and neasure network performance with an adequate
accuracy, in order to constantly control the quality of experience
perceived by their custonmers. On the other hand, performance

nmoni toring provides useful information for inproving network
managenent (e.g., isolation of network problens, troubleshooting,
etc.).

A lot of work related to Operations, Adm nistration, and Mi ntenance
(CGAM, which al so includes perfornmance nonitoring techni ques, has
been done by Standards Devel opi ng Organi zations (SDOs): [RFC7276]
provi des a good overvi ew of existing OAM nechani sns defined in the

| ETF, ITUT, and IEEE. In the |ETF, a lot of work has been done on
fault detection and connectivity verification, while a mnor effort
has been thus far dedicated to performance nonitoring. The |IPPM W5
has defined standard netrics to nmeasure network perfornmance; however,
the met hods developed in this Wo mainly refer to focus on Active
measur enent techni ques. Mre recently, the MPLS WG has defi ned
mechani snms for neasuring packet |oss, one-way and two-way del ay, and
delay variation in MPLS networks [ RFC6374], but their applicability
to Passive nmeasurenents has sone linitations, especially for pure
connecti on-1ess networKks.

The | ack of adequate tools to neasure packet loss with the desired
accuracy drove an effort to design a new nethod for the perfornance
monitoring of live traffic, which is easy to inplenent and depl oy.
The effort led to the nmethod described in this docunent: basically,
it is a Passive performance nonitoring technique, potentially
applicable to any kind of packet-based traffic, including Ethernet,
I P, and MPLS, both unicast and multicast. The nethod addresses
primarily packet |oss neasurenent, but it can be easily extended to
one-way or two-way delay and del ay variation nmeasurenments as well

The met hod has been explicitly designed for Passive nmeasurenents, but
it can al so be used with Active probes. Passive neasurenents are
usual ly nore easily understood by custoners and provide nmuch better
accuracy, especially for packet |oss nmeasurenents.
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RFC 7799 [RFC7799] defines Passive and Hybrid Methods of Measurenent.
In particular, Passive Methods of Measurenment are based solely on
observations of an undi sturbed and unnodified packet stream of
interest; Hybrid Methods are Met hods of Measurenent that use a

conbi nati on of Active Methods and Passive Met hods.

Taking into consideration these definitions, the Alternate-Marking
Met hod coul d be considered Hybrid or Passive, depending on the case.
In the case where the marking nethod i s obtained by changi ng existing
field values of the packets (e.g., the Differentiated Services Code
Point (DSCP) field), the technique is Hybrid. 1In the case where the
marking field is dedicated, reserved, and included in the protoco
specification, the Alternate-Mrking techni que can be considered as
Passive (e.g., Synonynous Fl ow Label as described in [SFL- FRAMEVWORK]
or OAM Marking Bits as described in [PMMWBIER]).

The advant ages of the nmethod described in this docunent are:

0 easy inplenentation: it can be inplenented by using features
al ready available on major routing platforms, as described in
Section 5.1, or by applying an optim zed inplenentation of the
met hod for both | egacy and newest technol ogies;

o |low conputational effort: the additional |oad on processing is
negligi bl e;

0 accurate packet |oss neasurenent: single packet loss granularity
is achieved with a Passive nmeasurenent;

o potential applicability to any kind of packet-based or frane-based
traffic: Ethernet, IP, MPLS, etc., and both unicast and nulticast;

0 robustness: the nethod can tol erate out-of-order packets, and it's
not based on "special" packets whose |oss could have a negative

i mpact ;

o flexibility: all the tinestanp formats are al |l owed, because they
are managed out of band. The format (the Network Time Protoco
(NTP) [ RFC5905] or the | EEE 1588 Precision Tinme Protocol (PTP)

[ EEE-1588]) depends on the precision you want; and

0 no interoperability issues: the features required to experinent
and test the nethod (as described in Section 5.1) are available on
all current routing platforns. Both a centralized or distributed
solution can be used to harvest data fromthe routers.
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The met hod doesn’t raise any specific need for protocol extension
but it could be further inproved by neans of some extension to

exi sting protocols. Specifically, the use of Diffserv bits for
coloring the packets could not be a viable solution in some cases: a
standard nethod to color the packets for this specific application
coul d be benefici al

1.1. Requirenments Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMMENDED', "MAY", and
"OPTIONAL" in this docunent are to be interpreted as described in BCP
14 [ RFC2119] [RFC8174] when, and only when, they appear in al
capitals, as shown here

2. Overview of the Method

In order to perform packet | oss neasurenents on a production traffic
flow, different approaches exist. The nost intuitive one consists in
nunmbering the packets so that each router that receives the flow can
i medi ately detect a packet that is missing. This approach, though
very sinple in theory, is not sinple to achieve: it requires the
insertion of a sequence nunber into each packet, and the devices nust
be able to extract the nunber and check it in real tinme. Such a task
can be difficult to inplenent on live traffic: if UDP is used as the
transport protocol, the sequence nunmber is not available; on the

ot her hand, if a higher-layer sequence nunber (e.g., in the RTP
header) is used, extracting that information fromeach packet and
processing it in real tinme could overload the device.

An alternate approach is to count the nunber of packets sent on one
end, count the nunber of packets received on the other end, and
conpare the two values. This operation is much sinpler to inplenent,
but it requires the devices perform ng the measurenment to be in sync:
in order to conpare two counters, it is required that they refer
exactly to the sane set of packets. Since a flowis continuous and
cannot be stopped when a counter has to be read, it can be difficult
to determine exactly when to read the counter. A possible solution
to overcone this problemis to virtually split the flowin
consecutive blocks by periodically inserting a deliniter so that each
counter refers exactly to the sanme bl ock of packets. The delinmter
could be, for exanple, a special packet inserted artificially into
the flow. However, delimting the flow using specific packets has
some limtations. First, it requires generating additional packets
within the flow and requires the equiprment to be able to process

those packets. In addition, the method is vul nerable to out-of-order
reception of delimting packets and, to a | esser extent, to their
| oss.
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The met hod proposed in this docunent follows the second approach, but
it doesn’t use additional packets to virtually split the flowin

bl ocks. Instead, it "marks" the packets so that the packets

bel onging to the sanme block will have the sanme col or, whil st
consecutive blocks will have different colors. Each change of col or
represents a sort of auto-synchronization signal that guarantees the
consi stency of neasurenents taken by different devices along the path
(see also [I P-MULTI CAST-PM and [ OPSAWG P3M, where this technique
was i ntroduced).

Figure 1 represents a very sinple network and shows how the nethod
can be used to neasure packet loss on different network segnents: by
enabl i ng the neasurenent on several interfaces along the path, it is
possible to performlink nmonitoring, node nmonitoring, or end-to-end
monitoring. The nmethod is flexible enough to neasure packet |oss on
any segnent of the network and can be used to isolate the faulty

el ement .
Traffic Fl ow
>
R + R + R + R +
---<> R O<>----- <> R2 <>----- <> R3 <>----- <> R4 <>---
+-- - - + +-- - - + +-- - - + +-- - - +
<--mm-- > <-mmmm- - >
Node Packet Loss Li nk Packet Loss
o e e e e e e e e e e e e e e e e e e e e e e e e e e e >
End- t o- End Packet Loss
Figure 1: Avail abl e Measurenents
3. Detailed Description of the Method
This section describes, in detail, how the nethod operates. A

speci al enphasis is given to the neasurenent of packet |oss, which
represents the core application of the method, but applicability to
delay and jitter neasurenments is al so considered.

3. 1. Packet Loss Measur enent

The basic idea is to virtually split traffic flows into consecutive
bl ocks: each bl ock represents a neasurable entity unanbi guously
recogni zabl e by all network devices along the path. By counting the
nunber of packets in each bl ock and conparing the val ues neasured by
di fferent network devices along the path, it is possible to nmeasure
packet | oss occurred in any single block between any two points.
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As discussed in the previous section, a sinple way to create the

bl ocks is to "color" the traffic (two colors are sufficient), so that
packets belonging to different consecutive blocks will have different
colors. \henever the col or changes, the previous block termn nates
and the new one begins. Hence, all the packets belonging to the same
bl ock will have the sane col or and packets of different consecutive
bl ocks will have different colors. The nunber of packets in each

bl ock depends on the criterion used to create the bl ocks:

o if the color is switched after a fixed nunber of packets, then
each block will contain the sane nunber of packets (except for any
| osses); and

o if the color is switched according to a fixed tiner, then the
nunmber of packets may be different in each bl ock depending on the
packet rate.

The following figure shows how a flow | ooks like when it is split in
traffic bl ocks with col ored packets.

A packet with A coloring
B: packet with B coloring

| |
| | Traffic Fl ow |

| Block 5 | Block 4 | Block 3 | Block 2 | Block 1
| | | | |

Figure 2: Traffic Coloring

Fi gure 3 shows how the nethod can be used to nmeasure |ink packet |oss
bet ween two adj acent nodes.

Referring to the figure, let’'s assune we want to nonitor the packet
loss on the Iink between two routers: router RL and router R2.
According to the nethod, the traffic is colored alternatively with
two different colors: A and B. \Wenever the col or changes, the
transition generates a sort of square-wave signal, as depicted in the
followi ng figure
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Color A ---------- + Fomme - + Fomme -

Color B R + R +

Traffic Fl ow

Col or .. . AAAAAAAAAAA BBBBBBBBBBB AAAAAAAAAAA BBBBBBBBBBB AAAAAAA. . .
>

Fi gure 3: Conputation of Link Packet Loss

Traffic coloring can be done by Rl itself if the traffic is not

al ready colored. Rl needs two counters, C(A)RL and C(B)R1, on its
egress interface: C(A)RL counts the packets with color A and C(B)Rl
counts those with color B. As long as traffic is colored as A, only
counter C(A)R1L will be increnmented, while C(B)Rl is not increnented,
conversely, when the traffic is colored as B, only C(B)RlL is
incremented. C(A)RlL and C(B)Rl1 can be used as reference values to
determi ne the packet loss fromRl to any other neasurenent point down
the path. Router R2, simlarly, will need two counters on its
ingress interface, C(A)R2 and C(B)R2, to count the packets received
on that interface and colored with A and B, respectively. Wen an A
bl ock ends, it is possible to conpare C(A)RL and C(A)R2 and cal cul ate
the packet loss within the block; simlarly, when the successive B

bl ock termnates, it is possible to conpare C(B)RlL with C(B)R2, and
so on, for every successive bl ock.

Li kewi se, by using two counters on the R2 egress interface, it is
possi ble to count the packets sent out of the R2 interface and use
them as reference values to calculate the packet loss fromR2 to any
nmeasur enent poi nt down R2.

Using a fixed tinmer for color switching offers better control over
the method: the (tine) length of the bl ocks can be chosen | arge
enough to sinplify the collection and the conpari son of neasures
taken by different network devices. |It’'s preferable to read the

val ue of the counters not inmediately after the color switch: some
packets could arrive out of order and increment the counter
associated with the previous block (color), so it is worth waiting
for sone tine. A safe choice is to wait L/2 tine units (where L is
the duration for each block) after the color switch, to read the
still counter of the previous color, so the possibility of reading a
runni ng counter instead of a still one is minimzed. The drawback is
that the I onger the duration of the block, the |ess frequent the
measur enent can be taken
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The follow ng tabl e shows how the counters can be used to cal cul ate

t he packet |oss between RL and R2. The first colum lists the
sequence of traffic blocks, while the other columms contain the
counters of A-colored packets and B-col ored packets for Rl and R2.

In this exanple, we assune that the values of the counters are reset
to zero whenever a block ends and its associ ated counter has been
read: with this assunption, the table shows only relative val ues

whi ch is the exact nunber of packets of each color w thin each bl ock
If the values of the counters were not reset, the table would contain
cumul ative val ues, but the relative values could be determi ned sinply
by the difference fromthe value of the previous bl ock of the sane
col or.

The color is switched on the basis of a fixed timer (not shown in the
table), so the nunmber of packets in each block is different.

oo - oo oo oo oo - +
| Block | (ARl | C(B)RL | (AR | C(B)R2 | Loss |
- Fome oo Fome oo Fome oo Fome oo - +
| 1 | 375 | O | 375 | O | 0 |
| 2 | 0 | 388 | O | 388 | 0 |
| 3 | 382 | 0 | 381 | O |1 |
| 4 | 0 | 377 | 0 | 374 | 3 |
T | ... | ... | ... |
| 2n | O | 387 | 0 | 387 | 0 |
| 2n#1 | 379 | O | 377 | O | 2 |
- Fomee e Fomee e Fomee e Fomee e R +

Tabl e 1: Eval uation of Counters for Packet Loss Measurenents

During an A block (blocks 1, 3, and 2n+1), all the packets are

A-col ored; therefore, the C(A) counters are increnented to the nunber
seen on the interface, while C(B) counters are zero. Conversely
during a B block (blocks 2, 4, and 2n), all the packets are
B-colored: C(A) counters are zero, while C(B) counters are

i ncrement ed.

When a bl ock ends (because of color switching), the relative counters
stop incrementing; it is possible to read them conpare the val ues
measured on routers Rl and R2, and cal cul ate the packet |oss within

t hat bl ock.

For exanple, looking at the table above, during the first block
(A-colored), C(ARL and C(A)R2 have the same val ue (375), which
corresponds to the exact nunber of packets of the first block (no
loss). Also, during the second block (B-colored), RL and R2 counters
have t he sanme val ue (388), which corresponds to the nunber of packets
of the second block (no loss). During the third and fourth bl ocks,
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R1 and R2 counters are different, neaning that sonme packets have been
lost: in the exanple, one single packet (382-381) was |ost during
bl ock three, and three packets (377-374) were |ost during block four

The method applied to R1 and R2 can be extended to any other router
and applied to nore conplex networks, as far as the neasurenent is
enabl ed on the path followed by the traffic flow(s) being observed.

It’s worth mentioning two different strategies that can be used when
i mpl enenting the method:

o flowbased: the flow based strategy is used when only a limted
nunber of traffic flows need to be nonitored. According to this
strategy, only a subset of the flows is colored. Counters for
packet | oss neasurenents can be instantiated for each single flow
or for the set as a whole, depending on the desired granularity.
A relevant problemw th this approach is the necessity to know in
advance the path followed by flows that are subject to
measurenent. Path rerouting and traffic |oad-bal ancing increase
the issue conplexity, especially for unicast traffic. The problem
is easier to solve for nulticast traffic, where |oad-balancing is
sel dom used and static joins are frequently used to force traffic
forwardi ng and replication.

o |link-based: neasurenents are perforned on all the traffic on a
link-by-link basis. The link could be a physical link or a
logical link. Counters could be instantiated for the traffic as a

whol e or for each traffic class (in case it is desired to nonitor
each cl ass separately), but in the second case, a couple of
counters are needed for each cl ass.

As nentioned, the flow based neasurenent requires the identification
of the flowto be nonitored and the di scovery of the path foll owed by
the selected flow It is possible to monitor a single flow or
multiple flows grouped together, but in this case, neasurenent is
consistent only if all the flows in the group foll ow the sane path.
Moreover, if a neasurenent is perforned by grouping nany flows, it is
not possible to determ ne exactly which flow was affected by packet
loss. In order to have neasures per single flow, it is necessary to
configure counters for each specific flow Once the flow(s) to be
nmoni tored has been identified, it is necessary to configure the

noni toring on the proper nodes. Configuring the nonitoring neans
configuring the rule to intercept the traffic and configuring the
counters to count the packets. To have just an end-to-end
nmonitoring, it is sufficient to enable the nonitoring on the first-
and |l ast-hop routers of the path: the nmechanismis conpletely
transparent to internmedi ate nodes and i ndependent from the path
followed by traffic flows. On the contrary, to nonitor the flow on a
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hop- by-hop basis along its whole path, it is necessary to enable the
nonitoring on every node fromthe source to the destination. |n case
the exact path followed by the flowis not known a priori (i.e., the
flow has nmultiple paths to reach the destination), it is necessary to
enabl e the nmonitoring systemon every path: counters on interfaces
traversed by the flow will report packet count, whereas counters on
other interfaces will be null.

3.1.1. Coloring the Packets

The coloring operation is fundanmental in order to create packet
bl ocks. This inplies choosing where to activate the col oring and how
to col or the packets.

In case of flow based nmeasurenents, the flow to nonitor can be
defined by a set of selection rules (e.g., header fields) used to

mat ch a subset of the packets; in this way, it is possible to contro
t he nunber of involved nodes, the path followed by the packets, and
the size of the flows. It is possible, in general, to have multiple
col oring nodes or a single coloring node that is easier to nanage and
doesn’t raise any risk of conflict. Coloring in multiple nodes can
be done, and the requirenent is that the col oring nmust change

periodi cally between the nodes according to the tim ng considerations
in Section 3.2; so every node that is designated as a neasurenent
poi nt along the path should be able to identify unanbi guously the

col ored packets. Furthernmore, [MILTIPO NT-ALT-MM generalizes the
coloring for multipoint-to-nultipoint flow In addition, it can be
advant ageous to color the flow as close as possible to the source
because it allows an end-to-end neasure if a nmeasurenment point is
enabl ed on the last-hop router as well.

For 1ink-based neasurenents, all traffic needs to be col ored when
transmitted on the link. |If the traffic had already been col ored,
then it has to be re-colored because the col or nmust be consistent on
the link. This neans that each hop along the path nmust (re-)color
the traffic; the color is not required to be consistent al ong

di fferent |inks.

Traffic coloring can be inplenented by setting a specific bit in the
packet header and changing the value of that bit periodically. How
to choose the marking field depends on the application and is out of
scope here. However, sone applications are reported in Section 5.
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3.1.2. Counting the Packets

For flow based nmeasurenments, assunming that the coloring of the
packets is performed only by the source nodes, the nodes between
source and destination (included) have to count the col ored packets
that they receive and forward: this operation can be enabl ed on every
router along the path or only on a subset, depending on which network
segrment is being nonitored (a single link, a particular netro area,

t he backbone, or the whole path). Since the color swtches

periodi cally between two val ues, two counters (one for each val ue)
are needed: one counter for packets with color A and one counter for
packets with color B. For each flow (or group of flows) being

nmoni tored and for every interface where the nonitoring is Active, a
coupl e of counters are needed. For exanple, in order to separately
nmonitor three flows on a router with four interfaces involved, 24
counters are needed (two counters for each of the three flows on each
of the four interfaces). Furthernore, [MJILTIPO NT-ALT-MV
generalizes the counting for multipoint-to-nultipoint flow

In case of |ink-based neasurenents, the behavior is simlar except
that coloring and counting operations are perfornmed on a |ink-by-1link
basi s at each endpoint of the |ink

Anot her inportant aspect to take into consideration is when to read
the counters: in order to count the exact nunber of packets of a

bl ock, the routers nust performthis operation when that block has
ended; in other words, the counter for color A nust be read when the
current block has color B, in order to be sure that the value of the
counter is stable. This task can be acconplished in tw ways. The
general approach suggests reading the counters periodically, many
tinmes during a block duration, and conparing these successive

readi ngs: when the counter stops increnenting, it nmeans that the
current block has ended, and its val ue can be el aborated safely.
Alternatively, if the coloring operation is perforned on the basis of
a fixed timer, it is possible to configure the reading of the
counters according to that tinmer: for exanple, reading the counter
for color A every period in the mddle of the subsequent block with
color Bis a safe choice. A sufficient margin should be considered
bet ween the end of a block and the reading of the counter, in order
to take into account any out-of-order packets.
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3.1.3. Collecting Data and Cal cul ati ng Packet Loss

The nodes enabl ed to perform perfornmance nonitoring collect the val ue
of the counters, but they are not able to directly use this
informati on to neasure packet |oss, because they only have their own
sanples. For this reason, an external Network Managenent System
(NVB) can be used to collect and el aborate data and to perform packet
| oss calculation. The NMS conpares the val ues of counters from

di fferent nodes and can calculate if sonme packets were |lost (even a
singl e packet) and where those packets were |ost.

The val ue of the counters needs to be transmtted to the NV5 as soon
as it has been read. This can be acconplished by using SNW or FTP
and can be done in Push Mbde or Polling Mbode. |In the first case,
each router periodically sends the information to the NMS;, in the
latter case, it is the NM5 that periodically polls routers to collect
information. |In any case, the NM5 has to collect all the rel evant
values fromall the routers within one cycle of the tiner.

It would al so be possible to use a protocol to exchange val ues of
counters between the two endpoints in order to let themperformthe
packet |oss calculation for each traffic direction

A possi bl e approach for the performance neasurenent (PM architecture
is explained in [COLORING, while [IP-FLOMREPORT] introduces new
information elenents of IP Flow Information Export (IPFIX) [RFC7011].

3.2. Timng Aspects

Thi s docunent introduces two col or-switching nethods: one is based on
a fixed nunber of packets, and the other is based on a fixed tinmer
But the nethod based on a fixed tiner is preferable because it is
nmore deternministic, and it will be considered in the rest of the
docurnent .

In general, clocks in network devices are not accurate and for this
reason, there is a clock error between the neasurenent points Rl and
R2. But, to inplenent the nethodol ogy, they must be synchronized to
the sane clock reference with an accuracy of +/- L/2 tine units,
where L is the fixed tine duration of the block. So each col ored
packet can be assigned to the right batch by each router. This is
because the minimumtinme distance between two packets of the same
color but that belong to different batches is L tinme units.
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In practice, in addition to clock errors, the delay between

measur enent points also affects the inplenentation of the nethodol ogy
because each packet can be delayed differently, and this can produce
out of order at batch boundaries. This nmeans that, without
considering clock error, we wait L/2 after color switching to be sure
to take a still counter.

In sunmary, we need to take into account two contributions: clock
error between network devices and the interval we need to wait to
avoi d packets being out of order because of network del ay.

The following figure explains both issues.

... BBBBBBBBB | AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA | BBBBBBBBB. . .
| < >|
| L |
>| < >< >| <
| L/ 2 L/ 2 |
| <===>| | <===>|
d | | d
| < >|

avai |l abl e counting interva
Figure 4: Timng Aspects

It is assuned that all network devices are synchronized to a conmon
reference tine with an accuracy of +/ - A/2. Thus, the difference
bet ween the cl ock val ues of any two network devices is bounded by A
The guard band d is given by:
d =A+ Dnmax - Dmn,
where A is the clock accuracy, D max is an upper bound on the network
del ay between the network devices, and D nmn is a | ower bound on the
del ay.

The avail able counting interval is L - 2d that nust be > 0.

The condition that nust be satisfied and is a requirenent on the
synchroni zati on accuracy is:

d < L/2.
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3.3. One-Way Del ay Measurenent

The sane principle used to neasure packet |oss can be applied also to
one-way del ay neasurenent. There are three alternatives, as
descri bed hereinafter.

Note that, for all the one-way delay alternatives described in the
next sections, by summ ng the one-way delays of the two directions of
a path, it is always possible to neasure the two-way delay (round-
trip "virtual" del ay).

3.3.1. Single-Mrking Methodol ogy

The alternation of colors can be used as a tine reference to

calcul ate the delay. \Wenever the col or changes (which neans that a
new bl ock has started), a network device can store the tinestanp of
the first packet of the new block; that tinestanp can be conpared
with the timestanp of the sane packet on a second router to conpute
packet delay. Wen |looking at Figure 2, Rl stores the tinestanp
TS(AL)R1 when it sends the first packet of block 1 (A-colored), the
timestanp TS(B2) Rl when it sends the first packet of block 2
(B-colored), and so on for every other block. R2 perforns the same
operation on the receiving side, recording TS(Al)R2, TS(B2)R2, and so
on. Since the tinestanps refer to specific packets (the first packet
of each block), we are sure that tinestanps conpared to conpute del ay
refer to the sane packets. By conparing TS(A1)R1 with TS(Al)R2 (and
simlarly TS(B2)RL with TS(B2)R2, and so on), it is possible to
nmeasure the delay between R1 and R2. In order to have nore
measurenents, it is possible to take and store nore tinestanps,
referring to other packets w thin each bl ock

In order to coherently conpare tinmestanps collected on different
routers, the clocks on the network nodes nust be in sync.

Furt hernmore, a measurenment is valid only if no packet |oss occurs and
i f packet m